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a b s t r a c t

Bloom filter (BF) is a space-efficient data structure that represents a large set of items and
supports efficient membership queries. It has been widely proposed to employ Bloom fil-
ters in the routing entries so as to facilitate data-centric routing in network applications.
The existing designs of Bloom filters, however, cannot effectively support in-network que-
ries. Given a query for a data item at a node in the network, the noise in unrelated routing
entries very likely equals to the useful information of the item in the right routing entries.
Consequently, the majority of queries are routed towards many wrong nodes besides those
destinations, wasting large quantities of network traffic. To address this issue, we classified
the existing designs as CUBF (Cumulative Bloom filters) and ABF (Aggregated Bloom fil-
ters), and then evaluate their performance in routing queries under the noisy environ-
ments. Based on the evaluation results, we propose a receiver-oriented design of Bloom
filters to sufficiently restrict the probability of a wrong routing decision. Moreover, we sig-
nificantly decrease the delay of a routing decision in the case of CUBF by using the bit slice
approach, and reduce the transmission size of each BF in the case of ABF by using the com-
pression approach. Both the theoretical analysis and experimental results demonstrate that
our receiver-oriented design of Bloom filters apparently outperforms the existing
approaches in terms of the success probability of routing and network traffic cost.

� 2009 Elsevier B.V. All rights reserved.

1. Introduction

Bloom filter (BF) [1] is a space-efficient data structure
that represents a large set of items and supports efficient
membership queries. BF outperforms other data structures
such as binary search trees and tries, as the time needed to
insert an item or check whether an item belongs to the fil-
tering set is constant, irrespective of the cardinality of the
set. Hence BF has been widely adopted in database and
networking applications [1,2], such as web cache sharing
[3] and routing [4–6]. Moreover, BF has great potential in
memory management, such as summarizing streaming
data in memory [7], storing the states of a large number

of flows in the on-chip memory of the routers [8], and
speeding up the Bayesian filters [9].

The space efficiency of BF, however, is achieved at the
cost of false positive judgments. False positive judgment
is a unnegligible drawback of BF, which refers to the case
that an item does not belong to a set but the BF makes
the contrary judgment. In many applications, the savings
in storage and computational costs brought by BF out-
weigh such a drawback, on condition that the false positive
probability is sufficiently low. Many efforts have been
made to reduce the probability of false positive in stand-
alone and distributed systems [10–13] during the past
years.

In the last few years, it has been proposed to employ BF
in supporting data-centric routing in overlay networks
[4,5,14–16], wireless sensor networks [17], ad hoc net-
works [18,19], and mesh networks [20]. The common idea
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of those proposals is that every node uses a BF to represent
the information of all its data items and broadcasts the BF
to the nodes in its propagation range, i.e. the nodes within d
hops from the node. Correspondingly, a node receives a
number of BFs via each link of it. The link, associated with
the BFs received via it or the union of them, is then main-
tained as a routing entry. The union of BFs is defined as the
logic or operation among their bit vectors [21]. For any
intermediate node routing a query, it forwards the query
through the link whose corresponding routing entry satis-
fies the query. Ideally, a query will be propelled towards its
destination once it enters the propagation range of the des-
tination. For example, a query at node E for a data item at
node A is routed to the right destination node along a sin-
gle path E! C ! B! A, as shown in Fig. 1a.

False positive judgments exist in data-centric routing
with BFs. The necessary condition for the BF-based routing
schemes outperforming the blind routing schemes is that
the false positive probability in the routing entries is suffi-
ciently low. Otherwise, given any query for a data item x at
a node in the network, the noise in unrelated routing en-
tries very likely equals to the useful information of the
item in the right routing entries. The noise in a unrelated
routing entry is defined as the amount of membership
information of x in it, if the node does not receive a BF from
the destination of x via the corresponding link. Being mis-
led, the majority of queries are routed towards many
wrong nodes besides the right destinations, and result in
huge amount of redundant but useless queries in the net-
work. For example, a query at node E for a data item at
node A is routed to both the right destination node and
other two nodes G and H which do not hold the desired
data item, as shown in Fig. 1b. The network in turn pre-
sents poor efficiency of query processing and suffers scala-
bility problem.

In this paper, we reveal through theoretical analysis
that the existing designs of BF cannot satisfy the aforemen-
tioned necessary condition. Specifically, we classified the
existing BF-based routing schemes as CUBF (Cumulative
Bloom filters) and ABF (Aggregated Bloom filters), and then
evaluate their performance in routing queries under the
noisy environments. Based on the evaluation results, we
propose a receiver-oriented design of Bloom filters, with
which the false positive probability of any routing entry
is low enough so that a node can correctly distinguish

the right out-going link from the others. We further con-
duct extensive simulations to evaluate the performance
of the proposed scheme. Both the theoretical analysis and
experimental results demonstrate that our receiver-ori-
ented design of BF apparently outperforms the existing de-
signs in terms of success probability of routing and
network traffic cost, as shown in Fig. 1.

The rest of this paper is organized as follows. In Section
2, we briefly introduce BF and its traditional design. In Sec-
tion 3, we summarize the state-of-arts designs of BF-based
data-centric routing schemes, and then propose the recei-
ver-oriented design of BF. In Section 4, we further optimize
the transmission and storage strategies of BF, and present
our study on how to ensure that the false positive probabil-
ity of any routing entry does not exceed an upper bound in
practice. Section 5 presents the performance evaluation re-
sults. We concludes this work in Section 6.

2. Preliminaries

A BF for representing a set X of n items is described by a
vector of m bits, initially all set to 0. A BF uses k indepen-
dent hash functions h1; . . . ;hk to map each item of X to a
random number over a range f1; . . . ;mg [1] uniformly.
For each item x of X, we define its BF address as
bfaddressðxÞ consisted of hiðxÞ for 1 6 i 6 k, and the bits
belonging to bfaddressðxÞ are set to 1 when inserting x.
Once the set X is represented as a BF, to judge whether
an element x belongs to X, one just needs to check whether
all the hiðxÞ bits are set to 1. If so, x is a member of X (note
that there is a probability that this could be wrong). Other-
wise, we assume that x is not a member of X. It is clear that
a BF may yield a false positive due to hash collisions, for
which it suggests that an element x is in X even though it
is not. The reason is that all indexed bits were previously
set to 1 by other items [1].

The probability of a false positive for an element not in
the set can be calculated in a straightforward fashion, gi-
ven the assumption that hash functions are perfectly ran-
dom. Let p0 denote the probability that a random bit of
the BF is 0, and let n be the number of items that have been
added to the BF. Then p0 ¼ ð1� 1=mÞk�n � e�k�n=m as n � k
bits are randomly selected, with probability 1=m in the
process of adding each item. We use f BF

m;k;n to denote the

Fig. 1. Illustrative examples of BF-based routing for a query for an item at node A.
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false positive probability caused by the ðnþ 1Þth insertion,
and we have the expression

fBF ¼ ð1� p0Þ
k � ð1� e�k�n=mÞk: ð1Þ

Given the false positive probability and the set cardinal-
ity, we can calculate the filter size of BF and the number of
hash functions according to Formula (1). From [1], we
know that the minimum value of fBF is 0:6185m=n when
k ¼ ðm=nÞ ln 2. In practice, k must be integer, and a smaller
k is preferred so as to reduce the amount of computation
required.

3. Receiver-oriented bloom filters

In this section, we first introduce the state-of-arts de-
signs of BF-based data-centric routing schemes, including
CUBF and ABF. We then propose a receiver-oriented BF,
which is superior to the existing designs with respect to
the false positive probability.

3.1. Background

We start with a brief introduction to the network model
used in this paper. Let n be the average number of data
items at a node in the network. We assume every node
propagates its BF to the nodes within d hops. For any arbi-
trary node, s denotes the average number of BFs received
via any one of its links. Therefore, starting from any link
of a node, let X denote the set consisted of all reachable
data items within d hops in the network. We may calculate
the cardinality of set X as N ’ s � n.

In the case of data-centric routing, a link and the s BFs
received through it may be stored as a single routing entry.
We call a set consisted of the s independent BFs as a CUBF
(Cumulative Bloom filters), as shown in Fig. 2. Alterna-
tively, a link may be stored with the union of the s BFs re-
ceived through it as a routing entry. We call the union of
the s independent BFs as an ABF (Aggregated Bloom filters),
as shown in Fig. 3.

When forwarding a query through a certain link, either
CUBF or ABF may be used to track the data items reachable
within d hops in the network. For example, node A receives

the BF of node B through link B! A, and BFs of nodes
C; D; E; F; G, and H through link B! A as well, as shown
in Fig. 1 where d ¼ 3. Node A may directly use the combi-
nation of the seven independent BFs received through link
B! A as a routing entry. Alternatively, it may use the un-
ion of those BFs as a routing entry. In this paper we assume
homogeneous routing entries in the network, which is the
general case in practice. In other words, we do not consider
that some routing entries use CUBF while the others adopt
ABF.

Rhea and Kubiatowicz proposed a variant of data-cen-
tric routing based on BF [5]. They have each node keep
an array of BFs for every link in the overlay topology. In
the array of BFs for each link, there is a BF for each distance
1 6 i 6 d, so that the ith BF in the array keeps track of files
reachable via i hops through the overlay network along
that link. They call this array of BFs an attenuated Bloom
filter. An attenuated Bloom filter usually finds files within
at most d hops along a single path, but it is likely to find
the shortest path to a file replica if many such paths exist.
It is worth noticing that an attenuated Bloom filter is sim-
ilar to a CUBF, however, every component of an attenuated
Bloom filter is an ABF while that of a CUBF is a BF.

To ensure the inter-operability between individual BFs
in many distributed applications, all nodes are required
to adopt an identical configuration of parameters m; k,
and the hash functions. In the case of CUBF, for a query
of an item x, all individual BFs in a CUBF share the same
Bloom filter address of the item x. Thus it is not necessary
to calculate bfaddressðxÞ for the query in each individual BF,
hence reducing the computational overhead of determin-
ing the right out-going link of the query and in turn
increasing the routing efficiency. In the case of ABF, the un-
ion operation of the BFs require each BF adopt an identical
configuration, too.

3.2. Receiver-oriented design of Bloom filters

In this subsection, we first present theoretical analysis
on the probability of false positive judgments using CUBF
and ABF. Based on the analytical results, we propose the re-
ceiver-oriented design of Bloom filters.

A CUBF might yield a false positive for a data item x1

which is unreachable within d hops from the current node

Fig. 2. An example of a CUBF consisted of seven BFs, where
m ¼ 33; n ¼ 3; k ¼ 3, and fBF ¼ 0:0136. Note that the false positive
probability of the resulting CUBF is fCUBF ¼ 0:0914.

Fig. 3. An example of an ABF based on seven BFs, where m ¼ 33; n ¼
3; k ¼ 3, and fBF ¼ 0:0136. Note that the false positive probability of the
resulting ABF is fABF ¼ 0:618.
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in the network. The reason is that all bits of bfaddressðx1Þ in
at least one BF of the CUBF have been set to 1 by items of X.
The false positive probability of the CUBF can be calculated
as follows. The false positive probability of each BF of the
CUBF is given by Formula (1). Thus the probability that
not all the bits of bfaddressðxÞ in each BF of the CUBF are
set to 1 is ð1� fBFÞs. The probability that all the bits of
bfaddressðxÞ in at least one BF of the CUBF are set to 1 is

fCUBF ¼ 1� ð1� fBFÞs ¼ 1� 1� ð1� e�k�n=mÞk
� �s

: ð2Þ

It is also possible for an ABF to yield a false positive for
an item x1 R X when all bits of bfaddressðx1Þ in the ABF are
set to 1 by items of X. When calculating the false positive
probability, we first consider an analogous process that
s � k � n balls are dropped into m empty bins randomly.
The location of each ball is independently and uniformly
chosen from the m possibilities. The union operation of s
BFs is equivalent to the ball dropping process. Hence the
probability that a random bit in the ABF is set to 1 is equiv-
alent to the probability that a random bin becomes non-
empty. It can be calculated as follows:

p1 ¼ 1� ð1� 1=mÞs�k�n � 1� e�s�k�n=m:

Thus, the probability that all the bits of bfaddressðx1Þ in the
ABF are set to 1 is

fABF ¼ pk
1 ¼ ð1� e�s�k�n=mÞk: ð3Þ

According to Formulas (2) and (3), we can see that s is
another important parameter besides those well-known
ones and the false positive probabilities of CUBF and ABF
are monotonic increasing functions of s. Even if the false
positive probability of each single BF is low, the false posi-
tive probability of the resulting CUBF or ABF will very
likely increase to an unacceptable level as the value of s in-
creases. For example, node A in Fig. 1 receives seven BFs,
yielding a false positive judgment with very low probabil-
ity of 0.0136. The false positive probabilities of the result-
ing CUBF and ABF, however, are 0.0914 and 0.618, as
shown in Figs. 2 and 3, respectively. Thus, given a query
for an item at an arbitrary node in the network, false pos-
itives very likely arise in unrelated routing entries. In turn
the query is forwarded towards not only the correct desti-
nation nodes but also some wrong nodes with high proba-
bility. None of the existing designs of BF is able to tackle
such a challenging issue, no matter it is based on CUBF or
ABF (see Table 1).

Let r denote an application-specific upper bound of the
false positive probability of a CUBF or an ABF. It is already
known that a traditional BF is optimal when k ¼ ðm=nÞ ln 2,
with respect to the false positive probability. Such an opti-
mal setting, however, cannot be applied to the case of CUBF
or ABF.

To address this issue, we propose a receiver-oriented
design of Bloom filters. The basic idea is to derive the
parameter configuration of homogeneous BFs for a CUBF
or an ABF such that the value of Formula (2) or (3) cannot
be greater than r. That is,

1� ð1� fBFÞs 6 r and ð1� e�s�k�n=mÞk 6 r:

Given r; n and s, we wish to optimize the number of
hash functions and the sizes of homogeneous BFs. In the
case of CUBF, the false positive probability of each BF is
fBF 6 1� ð1� rÞ1=s. According to [1], the optimal number
of hash functions that minimize fBF is k ¼ ðm=nÞ ln 2, and
the minimum value of fBF is 0:6185m=n. Thus, we derive
the lower bound on the optimal filer size as

m P n � log0:6185ð1� ð1� rÞ1=sÞ:

The lower bound on the optimal number of hash functions
is

k P log0:5ð1� ð1� rÞ1=s
:

In practice, k and m must be integers. Smaller k and m are
preferred so as to reduce the computational and storage
overhead. Thus, the optimal size of filters and the optimal
number of hash functions are as follows:

m ¼ n � log0:6185ð1� ð1� rÞ1=sÞ
l m

; ð4Þ

k ¼ dlog0:5ð1� ð1� rÞ1=se: ð5Þ

In the case of ABF, the optimal number of hash func-
tions that minimizes fABF can be easily obtained by taking
the derivative. Note that

fABF ¼ expðk lnð1� e�s�k�n=mÞÞ:

Let g ¼ k lnð1� e�s�k�n=mÞ. Minimizing the false positive
probability fABF is equivalent to minimizing g with respect
to k. Thus we have

ug
uk
¼ lnð1� e�s�k�n=mÞ þ s � k � n

m
e�s�k�n=m

1� e�s�k�n=m
:

Clearly the derivative is 0 when k ¼ ðm
s�nÞ � ln 2. Alterna-

tively, using p0 ¼ e�s�k�n=m, we get

g ¼ � m
s � n lnðp0Þ lnð1� p0Þ;

where g is minimized when p0 ¼ 1=2, namely k ¼ ðm
s�nÞ � ln 2.

Correspondingly, the false positive probability of ABF is
ð1=2Þk � ð0:6185Þm=s�n. Thus, we derive the lower bound
of the optimal filter size as

m P s � n � �log2r
ln 2

:

The lower bound of the optimal number of hash functions
is

k P �log2r:

Table 1
Summary of main notations.

Term Definition

m Number of bits of a BF
n Average number of data items at a node
k Number of hash functions used by a BF
d Propagation range of a BF
s Average number of BFs received via any link
p0 Probability of a random bit in a BF to be 0
p1 Probability of a random bit in a BF to be 1
fBF False positive probability of a BF
fCUBF False positive probability of a CUBF
fABF False positive probability of an ABF
r Upper bound of the false positive probability

168 D. Guo et al. / Computer Networks 54 (2010) 165–174



Author's personal copy

In practice, m and k must be integers. Smaller m and k are
preferred so as to reduce the computational and storage
overhead. Thus, the optimal size of filters and the optimal
number of hash functions are as follows:

m ¼ s � n � �log2r
ln 2

� �
; ð6Þ

k ¼ d�log2re: ð7Þ

Due to the similar reason mentioned in [1], the fact that
p0 ¼ 1=2 when the false positive probability of ABF is min-
imized, does not depend on the asymptotic approximation
that ð1� 1=mÞs�k�n � e�s�k�n=m.

4. Discussion

To further improve our approach, we address two key
issues, namely to optimize the transmission size of ABF
and storage strategy of CUBF. We then discuss how to en-
sure that the false positive probability of any routing entry
does not exceed an upper bound in practice.

4.1. Optimization of transmission size for ABF

In the case of ABF, Formula (6) denotes the optimal size
of BF implemented by any node to ensure that the false po-
sitive probability of each resulting ABF does not exceed the
threshold r with high probability. In fact, however, the size
of BF is too large. The storage space appears to be under-
utilized. The fraction of bits ‘‘1” in each BF is significantly
less than 1/2. Note that a BF created by each node must
be delivered to other nodes as a series of messages in order
to establish routing entries. The transmission size of each
BF become a critical factor, which significantly affects the
amount of network traffic. To deal with such a problem,
we propose to compress the BFs before transmission.

The authors in [22] show that the uncompressed BF,
which is traditionally optimized by k ¼ ðm=nÞ ln 2 cannot
achieve any gain by compressing it. The reason is that un-
der good random hash functions, each bit of BF is 0 or 1
independently with probability 1/2. On the contrary, the
BF which is optimized according to Formulas (6) and (7)
in the case of ABF can achieve considerable gain with com-
pression. The reason is that under the same assumption
about hash functions, the probability of a bit in a BF to
be 1 is lower than 1/2, namely p1 � 1=2. In theory, a m bits
BF can be compressed down to only m � Hðp1Þ bits, where

Hðp1Þ ¼ �p1log2p1 � ð1� p1Þlog2ð1� p1Þ

is the entropy function. In the case of ABF, a BF with
m ¼ ds � n � log0:6185re bits can be compressed down to only
m � Hðp1Þ bits, where p1 ¼ 1� ek�n=m ¼ 1� ð1=2Þ1=s.

It is worth noticing that the arithmetic coding is a near-
optimal compressor which requires mðHðp1Þ þ eÞ bits for
any e > 0: Such theoretical analysis demonstrates that
compression is a viable method that significantly reduces
the transmission size of BFs and saves network traffic cost
in the case of ABF. The compression and decompression of
each BF can be implemented by using simple arithmetic
coding at each node. Thus their computational cost is very
low and can thus be neglected.

4.2. Storage optimization for CUBF

Since a CUBF does not aggregate the original BFs, those
routing schemes based on CUBF cost large amount of stor-
age space for storing BFs at each node. When a query is gi-
ven at a node, a full scan of all its CUBFs is required. For any
CUBF, it appears to be inefficient to scan all its BFs for seek-
ing a routing decision at the worst case, especially when
the number of its BFs is large. As expect, the long delay
of each routing decision lowers down the concurrency of
transmissions and degrades the network throughput. Such
a problem becomes more serious when the average node
degree is high and the propagation range of BFs is large,
especially in the resource-constrained networks such as
wireless sensor networks [23–25]. Consequently, CUBF-
based schemes probably suffer poor efficiency of routing
and scalability problem due to the inefficient storage of
BFs.

There are two ways for storing a CUBF consisted of s
BFs, namely bit string and bit slice [26].

In the bit string method, the bits matrix in Fig. 2 is
stored in a set of files in a row-wise manner, as shown in
Fig. 4a. Note that the s BFs are sequentially stored, which
is easy to implement. When a query is to be resolved with
such a CUBF, however, a full scan of the s BFs is required.
Therefore, it is usually slow in retrieving the queried result.

As for the bit slice method, the bits matrix is vertically
partitioned into m bit slices. Each bit slice, represented
by a column in Fig. 4b, stores one bit per BF for all the
BFs in the CUBF. When resolving a query, instead of loading
the full BFs in the CUBF for scanning, the bit slice method
only needs to load a few bit slices from the CUBF that are
associated with the query. In this way, the scanning cost
is significantly reduced. The delay for making a routing
decision at a node is decreased as well. In words, the bit
slice method greatly improves the efficiency of routing
and the scalability of CUBF-based routing schemes.

4.3. Practical issues in data-centric routing

The parameter r is dependent on the applications, and
can be determined according to the specific requirement,
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Fig. 4. Illustration of bit-string and bit-slice storage methods of a CUBF
consisted of 7 BFs, where m ¼ 12.
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e.g. the constraint on the error probability in a routing
decision. The parameters n and s should be assigned with
appropriate values based on the topological properties,
data and query distributions among the nodes, popularity
of queried data items, and the propagation range of BFs.
Many efforts have been made to measure the topological
properties (including the number of nodes, the distribution
of node degree, and the network diameter), and to investi-
gate the data distribution and query distribution. For
example, bubbleStorm includes a protocol for measuring
global system state [27]. The propagation range should
be assigned an appropriate value limited by the network
diameter. Thus, it is reasonable to assume that we are gi-
ven n and s, and the design approaches of CUBF and ABF
can be put into practice based on Formulas (4)–(7).

In reality, the following practical issues directly domi-
nate the final effect of CUBF and ABF even if each node
implements its local BF for CUBF or ABF. In the case of
CUBF, the number of reachable nodes within d hops in
the network along any link usually does not equal to s
for the majority of links. Therefore, each node has to record
the number of received BFs along each link, and denies
those BFs behind the first s BFs such that fCUBF of each rout-
ing entry always does not exceed r. In the case of ABF, the
distribution of node degree and the distribution of number
of received BFs along one link are usually not uniform.
Thus, for the majority of links, the number of all reachable
data items within d hops in the network along a link from

an arbitrary node usually does not equal to n � s. Therefore,
each node should monitor the fraction of bits ‘‘1” in each
ABF, and denies other BFs received through a link once
the fraction of 1 bits in a corresponding ABF reaches 1/2
such that fABF always does not exceed r.

5. Performance evaluation

In this section, we first evaluate the performance of
CUBF and ABF in terms of the optimal number of hash
functions, the false positive probability, and the transmis-
sion size. We then conduct experiments to examine the
false positive probability of CUBF and ABF in practice.

5.1. Optimal number of hash functions

Formulas (2) and (3) demonstrate that the false positive
probability is a function of the number of hash functions.
We conduct simulations to evaluate fCUBF and fABF. As
shown in Fig. 5, fCUBF is minimized to 0.005 for 15 hash
functions, and is minimized to 0.001 for 17 hash functions.
On the other hand, according to Formula (5), we can verify
that the optimal number of hash functions should be 15
and 17 when r is 0.005 and 0.001, respectively. As shown
in Fig. 6, using 8 and 10 hash functions can minimize fABF to
0.005 and 0.001, respectively. According to Formula (7), we
find that the optimal number of hash functions should be 8
and 10 when r is 0.005 and 0.001, respectively. Thus, the
simulation results match well with our theoretical analy-
sis. It is worth noticing that the optimal number of hash
functions is a monotonic decreasing function of r, in both
CUBF or ABF, as shown in Formulas (6) and (7) and Figs. 5
and 6.

5.2. False positive probability in theory

We first evaluate the false positive probability of CUBF
and ABF with the traditional designs of BF. In such cases,
each node constructs its local BF with k ¼ ðm=nÞ ln 2 and
m ¼ n � log0:6185r, where r is a given upper bound of false
positive probability. Each node constructs a CUBF or an
ABF as a routing entry for each link based on all BFs re-
ceived through that link. We conduct simulations to evalu-
ate fCUBF and fABF of any routing entry at an arbitrary node.
Fig. 7 plots the simulation results. We can see that fCUBF and
fABF increase as the number of received BFs increases,
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Fig. 5. The false positive probability of CUBF as a function of the number
of hash functions used, where s ¼ 100 and n ¼ 30.

Fig. 6. The false positive probability of ABF as a function of the number of hash functions used, where s ¼ 100 and n ¼ 30.
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especially that fABF quickly reaches to almost one even a
small number of BFs are received. Such a result indicates
that the traditional design of BF cannot ensure that the
false positive probability is sufficiently low. Consequently,
as we reiterate in this paper, CUBF and ABF with traditional
designs are not applicable with those data-centric routing
schemes in practice.

We then demonstrate that the proposed receiver-ori-
ented design of BFs in this paper can ensure that fCUBF

and fABF always do not exceed any given upper bound r.
Here, each node designs its local BF with parameters m
and k configured according to Formulas (4)–(7), respec-
tively. The simulation results of fCUBF and fABF are shown
in Fig. 8. As the number of received BFs increases, fCUBF al-
most increases linearly while fABF increases exponentially.
They, however, do not exceed the upper bound r ¼ 0:001
when the number of received BFs does not exceed a given
upper bound s ¼ 100. On the other hand, fABF is always less
than fCUBF when the number of received BFs ranges from 1
to 100. In words, ABF outperforms CUBF in terms of false
positive probability. Furthermore, the storage cost of ABF
is much lower than that of CUBF. Thus ABF is more suitable
than CUBF in the data-centric routing schemes.

5.3. Transmission size

Considering the fact that the transmission size of BF is a
critical design factor in network applications, we now eval-
uate the transmission sizes of four types of BFs, including
the traditional BF, BF for CUBF, BF for ABF, and compressed
BF for ABF. For a given value of n, the transmission sizes of
the four types of BF are functions of r and s. In this subsec-
tion, we will evaluate the transmission sizes of the filters
under two scenarios. Under the first scenario, the value
of s is fixed while that of r is variable. Under the other
one, the value of s is variable while that of r is fixed.

Figs. 9 and 10 plot the evaluation results under the first
scenario. We can clearly see that all three curves in Fig. 9
follow a similar trend as the value of r increases continu-
ously from 0.001 to 0.1. The filter sizes of traditional BF, BF
for CUBF, and compressed BF for ABF decrease as the value
of r increases. In addition, we find that the compressed BF
for ABF consumes more bits than BF for CUBF and the tra-
ditional BF, irrespective of the value of r. Fig. 10 shows that
the BF for ABF occupies almost 100 times of bits as the tra-
ditional BF does. The compressed BF for ABF consumes less
than 5 times of bits as the traditional BF does. The BF for
CUBF uses less than 3 times of bits as the traditional BF
does. Such results demonstrate that compression is indeed
an efficient way to reduce transmission size of BF in the
case of ABF.

Fig. 11 plots the evaluation results under the second
scenario. The two curves follow a similar trend as the value
of s increases continuously from 2 to 10,000. At the begin-
ning, the two curves go up quickly as the value of s in-
creases, and then slow down ascending. The simulation
results of BF for uncompressed ABF are not shown in the
figure because it almost consumes s times of bits as the tra-
ditional BF does. As s ranges from 2 to 10,000, we find that
the compressed BF for ABF consumes at most 7.5 times of
bits as the traditional BF does, while the BF for CUBF occu-
pies at most 2.5 times of bits as the traditional BF does. On
the other hand, the compressed BF for ABF consumes a bit
more bits than the BF for CUBF does, without respect to the
value of s. Such results again demonstrate that compres-
sion is indeed efficient in reducing transmission size of
BF in the case of ABF.
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In summary, the compressed BF for ABF and the BF for
CUBF consume more bits than the traditional BF. The low
false positive probability of CUBF or ABF, however, out-
weighs the high storage cost since the extra bits can be
accommodated by most applications. On the other hand,
ABF outperforms CUBF in terms of false positive probabil-
ity, as shown in Fig. 8, and the delay of each routing deci-
sion. Thus, ABF is more suitable to the data-centric routing
schemes in network applications, despite that it incurs a
bit higher storage cost.

5.4. False positive probability in practice

The hash functions are the key elements that influence
the value of fBF; f CUBF and fABF. Ideally, BFs are assumed to
be realized with hash functions that can map each item
in the unknown universe to a random number over the
range f1; . . . ;mg uniformly. In practice, however, such an
assumption is too strict to realize. As a result, it is extre-
mely difficult, if not impossible, to implement a CUBF or
an ABF which achieves the theoretical results exactly men-
tioned in Formulas (2) and (3). Thus it is necessary to
examine fCUBF and fABF from a practical aspect, under the
scenarios of both the traditional BF and the receiver-ori-
ented design of BF.

As there are no benchmark data sets in the field of BF,
our experiments do not seek particular sets but simply
use a data set from the DBLP as the data stored on the net-
working nodes. We use the distinct author names to ini-
tialize a data set Y with n ¼ 30 items for each peer.
Further, we initialize a common data set Z to be used by
the tests of false positive judgments at any peer, where
Y \ Z ¼ ; and the cardinality of Z is 10 times larger than
that of Y. In each experiment, we sample 100 peers ran-
domly, and let each sampled peer execute a test of false
positives for each routing entry after receiving s BFs
through each corresponding link. We evaluate fCUBF and
fABF from the theoretical and experimental aspects under
two scenarios.

Figs. 12 and 13 plot the evaluation results of fCUBF and
fABF under the first scenario in which each BF is designed
by using the traditional approach. In Fig. 12, the two curves
follow a similar trend as the value of s increases continu-
ously from 1 to 50. Although the experimental results do
not exactly equal to the theoretical results, the difference
between them is small, without respect to the value of s.
Such a result confirms the correctness of Formula (2). On
the other hand, the two curves in Fig. 13 present similar
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trend and match well as the value of s increases continu-
ously from 1 to 25. Such a result further confirms the cor-
rectness of Formula (3).

Figs. 14 and 15 plot the evaluation results of fCUBF and
fABF under the second scenario in which the receiver-ori-
ented design of BF is adopted. The two curves in Fig. 14
do not match completely, however, the difference is very
small when s ranges from 1 to 50. The two curves in
Fig. 15 match well, without respect to the value of
1 6 s 6 100. The evaluation results demonstrate that the
optimizations of parameters k and m, as shown by Formu-
las (4)–(7), are correct and effective.

6. Conclusion

BF-based data-centric routing has been widely used and
extensively studied in the field of network applications. In
this paper, we study the false positive problem in the tra-
ditional designs of BFs in data-centric routing schemes.
We disclose that previous data-centric routing schemes
using Bloom filters cannot facilitate in-network queries
correctly, due to the noise in BF-based routing entries.

Based on the evaluation results of previous designs,
namely CUBF and ABF, we propose the receiver-oriented
design of BFs, which guarantees that the probability of
making a wrong routing decision at any given node is suf-
ficiently low. Further, we enhance our proposal by signifi-
cantly decreasing the delay of each routing decision in the
case of CUBF, and reducing the transmission size of each BF
in the case of ABF.

Following this work, we will extend it in several poten-
tial directions. First, we plan to evaluate the impact of the
topological properties, data distribution among the nodes,
and the popularity of queries on the receiver-oriented de-
signs of CUBF and ABF. Second, weak state routing using
decay BFs is another potential research direction [6]. Third,
we will study the impact of the topology mismatch prob-
lem [28–30] on this work.
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