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Due to the large-scale ad hoc deployments and wireless interference, data aggregation is a
fundamental but time consuming task in wireless sensor networks. This paper focuses on
the latency of data aggregation. Previously, it has been proved that the problem of mini-
mizing the latency of data aggregation is NP-hard [1]. Many approximate algorithms have
been proposed to address this issue. Using maximum independent set and first-fit algo-
rithms, in this study we design a scheduling algorithm, Peony-tree-based Data Aggregation
(PDA), which has a latency bound of 15R + D � 15, where R is the network radius (mea-
sured in hops) and D is the maximum node degree. We theoretically analyze the perfor-
mance of PDA based on different network models, and further evaluate it through
extensive simulations. Both the analytical and simulation results demonstrate the advan-
tages of PDA over the state-of-art algorithm in [2], which has a latency bound of
23R + D � 18.

� 2011 Elsevier B.V. All rights reserved.
1. Introduction

A wireless sensor network (WSN) consists of a large
number of sensor nodes which communicate with each
other via their RF transceivers. Owing to the ad hoc deploy-
ments and self-organizing characteristics of sensors, WSNs
are suitable for a wide variety of applications such as scien-
tific observation, environmental monitoring, health care,
and military surveillance [3–10]. In those applications,
the operation of data aggregation is often used for querying
information like event numbers.

Shortening the latency of data aggregation is a funda-
mental requirement in WSNs, especially in real-time appli-
cations [11]. In this paper, we focus on reducing the
latency of data aggregation by designing a good schedule.
This is a challenging issue mainly because of the intrinsic
interference in WSNs. When two interfering signals are
sent simultaneously, neither of them can be received cor-
rectly. Certainly, we can schedule the transmissions of data
aggregation to avoid interference. The latency of data
. All rights reserved.

ang).
aggregation, however, will thus be increased inevitably.
Without a good scheduling scheme, data aggregation will
result in an impractically high latency.

Previously, it has been proved that the problem of min-
imizing the latency of data aggregation is NP-hard [1].
Many scheduling algorithms have been proposed to reduce
the latency of data aggregation [1,2,12–14]. Chen et al. in
[1] propose a data aggregation algorithm which has an
approximation factor of D � 1, where D is the maximum
node degree. The scheduling algorithm proposed by Wan
et al. in [2] has a latency bound of 23R + D � 18, where R
is the network radius (measured in hops). The objective
of our study in this paper targets approaching the optimal
schedule of data aggregation. We design a scheduling algo-
rithm for data aggregation which has a latency bound of
15R + D � 15.

Our proposed algorithm, Peony-tree-based Data Aggre-
gation, or PDA in short, works as follows. Initially, a data
aggregation tree called peony tree is constructed by using
maximum independent set and first-fit algorithms. The
data aggregation process mainly consists of two phases: lo-
cal aggregation and global aggregation. Step (1), in local
aggregation, raw data at the leaf nodes are transmitted to
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their corresponding parent nodes for aggregation. Step (2),
in global aggregation, data gathered in local aggregation
are further aggregated layer by layer in a bottom-up man-
ner. The latency bounds of the two phases are D � 1 and
15R � 14, respectively. We also theoretically analyze the
performance of PDA and deduce the latency bound based
on a more generic network model, which does not assume
equal communication and interference ranges.

The rest of this paper is organized as follows. In Section
2, we present the related works and briefly compare them
with our scheme. Section 3 introduces the terminology,
models, and assumptions in this paper as well as the prob-
lem formulation. In Section 4 we elaborate the scheduling
algorithm of data aggregation. Section 5 presents the
proofs of correctness and theoretical performance analysis,
followed by the simulations results in Section 6. We con-
clude the work in Section 7.
2. Related works

The problem of data aggregation is a well investigated
problem in the field of wireless sensor networks [15–23].
For improving the real-time ability of wireless sensor net-
works, it is important to design a low latency data aggrega-
tion scheduling. Many scheduling algorithms have been
proposed [1,2,12–14]. Theoretically, Chen et al. in [1] prove
that the problem of minimizing the latency of data aggre-
gation is NP-hard. They also design an algorithm for data
aggregation which has an approximation factor of D � 1,
where D is the maximum node degree. As the latency of
data aggregation is at least R (the network radius measured
in hops), the algorithm proposed in [1] yields a multiplica-
tive result of D and R. Zheng and Barton [12] prove that the
optimal data aggregation rate is H(log(N)/N), where N is
the number of nodes in the network, when operating in
fading environments with power path-loss exponents that
satisfy 2 < a < 4. Ye et al. [13] study the optimal forwarding
instants and model the problem as a decision process that
determines the optimal decision policies at the sensor
nodes. Kesselman and Kowalski [14] design an algorithm
which has a latency bound of O(log(N)). They assume that
each node can learn the distance to the closest neighbor
and has a special collision detection capability, although
such conditions cannot always be guaranteed in WSNs.

Among all the existing works, the proposal of Huang
et al. in [2] is the closest to our work. They propose a
scheduling algorithm based on maximum independent
set, which has a latency bound of 23R + D � 18. They
mainly focus on a special scenario, however, in which the
communication range equals the interference range.
Huang’s results are the state-of-arts on scheduling algo-
rithms of data aggregation.

Compared with the previous studies, the contributions
of this work are as follows:

� We design a new scheduling algorithm which mini-
mizes the number of connective nodes (the details are
presented in Section 4.1) and reduces the aggregation
latency. It has a latency bound of 15R + D � 15, which
is the lowest by far, to the best of our knowledge.
� We address the issue of scheduling data aggregation
based on a more generic network model, in which the
assumption of equal communication range and interfer-
ence range is removed.

3. Preliminaries

3.1. Network model

We consider a WSN consisting of one sink node s and N
sensor nodes. Every sensor node is equipped with only one
radio. All nodes share a common wireless channel to com-
municate. We also assume omni-directional antennas and
unit-disk model. A node is only able to communicate with
nodes within the communicate range rc and be interfered
by nodes within the interference range ri. A node u can re-
ceive data correctly if and only if there is exactly one node
sending data in the interference range ri of u. Otherwise,
collision happens and node u cannot receive data correctly.
Our algorithm has no assumptions on rc and ri. For ease of
presentation, we first assume rc = ri when elaborating the
algorithm in Section 4. We will remove this assumption
in Section 5.

As for the process of data aggregation, we partition time
into slots. A node can either send or receive a data packet
in a time slot. The latency of data aggregation in this paper
refers to the number of time slots passed during the entire
course of data aggregation. Consider a sending node set A
and its corresponding receiving node set B. We say data
can be aggregated from A to B in a time slot if and only if
all nodes in B can receive data correctly when all nodes
in A transmit data simultaneously.

Now we formulate the problem of data aggregation. We
use an undirected graph G = (V,E) to represent a WSN of N
nodes, where V denotes the set of nodes and E denotes the
set of edges. There is an edge between node u and node v if
and only if the Euclidean distance between them is not
greater than rc. A feasible data aggregation schedule is a se-
quence of node-disjoint sending sets {S1,S2,. . .,SK}, whereSi¼K

i¼1 Si ¼ V � fsg. All nodes in Si can transmit data simulta-
neously without interference in the ith time slot. After all
nodes in SK finish transmitting data in the Kth time slot,
all data are aggregated to the sink node. That is, the latency
of data aggregation with the above schedule is K. Denote
the corresponding receiving set of Si by Ri. It can be seen
that Ri # ð

Sl¼K
l¼iþ1SlÞ

S
fsg.
3.2. Independent set and concurrent set

Node u and node v are independent if and only if they
are not within the interference range of each other. If all
nodes in X are independent from each other, we call node
set X is an independent set. When node u and node v are
not independent from each other, we call u and v cover
each other. We will use independent set to select domina-
tive nodes in the aggregation tree.

Consider two links l1:p ? q and l2:u ? v where p, q, u
and v are four nodes. Link l1 and link l2 are independent
if and only if p is independent from v and q is independent
from u. When link l1 and link l2 are independent, node p



Table 1
Terms and notations.

Notations Descriptions

u,v,p,q node
l1,l2 link
K aggregation latency delay
S1,. . .,Si,. . .,SK concurrent set during slot i,1 6 i 6 K
D Maximum node degree
R Depth of breadth first search tree
N(u) u’s neighbor nodes
P(u) u’s parent node peony tree search tree
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and node u can transmit simultaneously without
interference.

Let L = (VS,VR, f) be a link set, where VS is the sending set,
VR is the receiving set, and f is a mapping function from VS

to VR. If all links in L are independent from each other, link
set L is an independent link set. Thus, transmissions
through the links in an independent link set can be exe-
cuted simultaneously without interference. Here we call
the sending set VS as a concurrent set. Later in this paper,
we will use concurrent set to divide the nodes into multi-
ple sets and correspondingly schedule data transmissions
into different time slots.

For easy statement, we list important symbols used in
Table 1.
4. Peony-tree-based Data Aggregation (PDA)

PDA mainly consists of three componentsPDA mainly
consists of three steps, peony tree construction, local
aggregation, and global aggregation.

4.1. Peony tree construction

We construct a tree called peony tree for data aggrega-
tion, which includes all the nodes in the network. First, an
approximately maximum independent set is formed to
cover all the nodes. We call nodes in the maximum inde-
pendent set as dominative nodes. Some additional nodes
are then selected to connect dominative nodes so that all
dominative nodes are reachable from the sink node. The
selected nodes are called connective nodes. Each of the
other nodes in the network selects a neighboring domina-
tive node as its parent, and the peony tree is constructed. A
node which is neither a dominative node nor a connective
node is called a white node. Therefore we have three types
of nodes in total. Different from the algorithm proposed in
[2] which selects connective nodes arbitrarily, we try to se-
lect the minimum number of connective nodes to avoid
collision and reduce the aggregation latency.

4.1.1. Dominative nodes selection

Algorithm 1. Maximum Independent Set Construction

Input: A communication graph G = (V,E).
Output: A maximum independent set D of G.
1: Construct a breadth first search tree TBFS;
2: Divide all nodes on TBFS into layers L0,L1,L2,. . .,LR;
3: D = /;
4: for i = 0 to R do
5: while Li – / do
6: Select a node u 2 Li;
7: if u R {pjp 2 N(v),v 2 D} then
8: D = D

S
{u};

9: Li = Li � {u} � N(u);
10: Li+1 = Li+1 � {u} � N(u);
11: else
12: Li = Li�{u};
Initially, we construct a common breadth first search
tree TBFS rooted at the sink node s. Denote the depth of TBFS

by R. All nodes in the network are thus divided into layers
L0,L1,. . .,LR, according to their depths in TBFS. L0 = {s}. Li ex-
actly contains nodes in layer i of TBFS.

We denote the maximum independent set by D. At the
beginning, D = /. To minimize the aggregation latency,
dominative nodes in D are selected layer by layer in a
top-down manner. For a node u in Li, if u is independent
from all the other nodes in D, u will be added into D, u
and its neighbors are removed from all layers as well.
Otherwise, u will be removed from Li. Repeat this proce-
dure until Li is empty. When there is no node in Li, continue
the procedure in Li+1. After the procedure finishes at LR, the
resulting set D is a maximum independent set, i.e. the
dominative nodes are selected. The corresponding pseudo
code is given in Algorithm 1, where N(u) is the neighbor
nodes set of u. After every node broadcast its ID in ‘‘hello’’
messages, any node u can get its neighbor nodes N(u).
4.1.2. Determination of connective nodes and white nodes
The connective nodes and dominative nodes together

constitute the backbone of the network. According to the
selection of dominative nodes, a connective node may cover
one or more dominative nodes. When connective nodes are
selected arbitrarily [2], the number of connective nodes are
often more than necessary, reducing the rate of data aggre-
gation. Based on such observation, we select minimum
number of connective nodes by using first-fit algorithm.

Denote the peony tree by T = (V,E
0
}, where V is the node

set and E
0

is the edge set. We may divide the dominate
nodes into layers D0, D1,. . ., DR according to their hops to
the sink node. For a dominative node u in Di, select a node
v in Li�1, which is a neighbor node of u. Node v is set as the
parent of all the dominative nodes in Di which cover v. Re-
move all the children of node v from Di. Then a dominative
node p in Di�1 which covers v is set as the parent of v. Re-
peat this procedure until Di is empty. When there is no
node in Di, repeat the procedure in Di�1. The procedure
continues until no dominative node remains in D2. At last,
set s as the parent of all connective nodes in L1. Thus all the
connective nodes are selected.

Those nodes which are neither dominative nodes nor
connective nodes are set as white nodes. Denote the set
of white nodes by W. For each white node w in W, a
dominative node is selected as its parent, which has the
lowest depth among all the dominative nodes covering w.
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Algorithm 2. Peony tree construction

Input: A communication graph G = (V,E), the set of
dominative nodes D.

Output: Peony tree T = (V,E
0
) on G, the set of

connective nodes C, the set of white nodes W.
1: Divide all nodes in D into layers D0, D1,. . ., DR on

TBFS;
2: E

0
= /,C = /,W = V � D;

3: for i = R to 2 do
4: while Di – / do
5: Select a dominative node u in Di;
6: Select a node v 2 {vjv 2 N(u),v 2 Li�1};
7: C = C

S
{v};

8: E
0
= E

0 S
{l:q M vjq 2 Di,q 2 N(v)};

9: Di = Di � {qjq 2 Di,q 2 N(v)};
10: W = W � {v};
11: Select a node p 2 {qjq 2 Di�1,q 2 N(v)};
12: E

0
= E

0 S
{l:v M p};

13: E
0
= E

0 S
{l:s M qjq 2 C,q 2 L1};

14: for Each node in w 2W do
15: Select a node u 2 {uju 2 D,u 2 N(w),

Depth(u) = min{Depth(v)jv 2 D,v 2 N(w)}};
16: E

0
= E

0 S
{l:u M w};

The pseudo code of peony tree construction is presented
in Algorithm 2.

Given the depth of TBFS as R, according to the construc-
tion of peony tree, there are both connective nodes and
dominative nodes in each layer of TBFS, except in layer 0,
layer 1, and Layer R. Specifically, sink node s is the unique
dominative node in layer 0. There are no dominative nodes
in layer 1. There are no connective nodes in layer R of TBFS,
either. Consequently, the depth of the peony tree is
2(R � 2) + 1 + 1 + 1 = 2R � 1.

4.2. Local aggregation

Algorithm 3. Maximum concurrent sets construction

Input: Link set L = (VS,VR, f).
Output: Node-disjoint maximum concurrent sets

U1,U2,. . . ,Uh.
1: i = 1;
2: while VS – / do
3: Ui = /;
4: for each node u 2 VS do
5: if f(u) R {wjw 2 N(v), v 2 Ui} and

u R {wjw 2 N(f(v)),v 2 Ui} then
6: Ui = Ui

S
{u};

7: VS = VS � {u};
8: i = i + 1;

During the local aggregation phase, white nodes trans-
mit the sensory data to their parents (the corresponding
dominative nodes) for aggregation. Meanwhile, a domina-
tive node takes aggregation operations when all its chil-
dren nodes have transmitted data.
Because transmissions on dependent links should
transmit data in different time slots, to avoid interfer-
ence and minimize the latency in local aggregation, the
set of white nodes W is divided into k node-disjoint
maximum concurrent sets. Denote these node-disjoint
maximum concurrent sets by UWi(i = 1,2, . . . ,k), where k
is the number of the node-disjoint maximum concurrent
subsets of W. Nodes in UWi can transmit data without
interference in the ith time slot. Then the latency of data
aggregation in the phase of local aggregation is k. UWi

(i = 1,2, . . . ,k) are iteratively determined by using first-
fit algorithm.

Algorithm 3 is the pseudo code for constructing node-
disjoint maximum concurrent sets. Consider a link set
L = (VS,VR,f), where VS is sending node set, VR is its corre-
sponding receiving node set, and f is a mapping function
from VS to VR. Denote all maximum concurrent sets by
U1,U2,. . .,Uh, where h is the number of maximum concur-
rent sets. For each node u in VS, if link l:u ? f(u) is indepen-
dent from all links in {l:v ? f(v)jv 2 Ui}, add u into Ui and
remove u from VS. When there is no more node to add into
Ui, repeat the above procedure to form the next maximum
concurrent set Ui+1 until no node remains in VS.
4.3. Global aggregation

Global aggregation involves two types of transmis-
sions. One is from a dominative node to its parent con-
nective node, and the other is from a connective node
to its parent dominative node. Global aggregation starts
with the transmission from the dominative nodes in LR

to their parent connective nodes in LR�1. The above
two types of transmissions run alternately until the data
are aggregated from the connective nodes in layer 1 to
the sink node.

To avoid interference and minimize the latency of glo-
bal aggregation, we divide dominative nodes and connec-
tive nodes in each layer of TBFS into node-disjoint
maximum concurrent sets. Denote these node-disjoint
maximum concurrent sets by UDi;1;UDi;2; . . . ;UDi;mi

and
UCi;1;UCi;2; . . . ;UCi;ni

respectively, where mi is the number
of maximum concurrent subsets of Di and ni is the number
of maximum concurrent subsets of Ci. Specially, s is sink
node and the unique one in layer 0, m0 = 0. Because there
is no dominative nodes in layer 1, m1 = 0. Similarly, we
have nR = 0. All node-disjoint maximum concurrent sets
are selected layer by layer in a bottom-up manner by
first-fit algorithm as shown in Algorithm 3.

Similarly with local aggregation, we allocate different
time slots for different maximum concurrent sets. Data
are aggregated layer by layer in a bottom-up manner. A
node transmits data after all its children transmit data.
Due to the fact that the latency at local aggregation phase
is k, we schedule all dominative nodes and connective
nodes as follows. Connective nodes in UCi,j transmit data

in the
Pl¼iþ1

l¼R ðml þ nlÞ þ jþ k
� �

th time slot. Dominative

nodes in UDi,j transmit data in the
Pl¼iþ1

l¼R

�

ðml þ nlÞ þ ni þ jþ kÞth time slot. We can imply that the la-

tency of global aggregation is
Pl¼1

l¼Rðml þ nlÞ slots.
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4.4. An example

Fig. 1 presents an example of aggregation tree construc-
tion. Fig. 1a shows the original topology of a WSN. Fig. 1b
shows the selected dominative nodes, as well as the cover-
ing relation between the dominative nodes and non-domi-
native nodes. Fig. 1c shows an aggregation tree constructed
by the algorithm proposed in [2], which selects connective
node arbitrarily. There are five connective nodes in Fig. 1c.
On the same network topology, Fig. 1d shows a peony tree
constructed by the proposed PDA, which has only three
connective nodes. Further, using the same aggregation rule
mentioned above, the data aggregation latency of Fig. 1d is
11, while the latency of Fig. 1d is 9. The number attached to
each node in Fig. 1c and d indicates the sequence number
of the time slot allocated for the node to transmit data.
Clearly, our algorithm effectively reduces the number of
connective nodes and the latency of data aggregation.

5. Discussion

In this section, we first prove the latency bound of our
algorithm based on the network model described in Sec-
tion 3.1 with the assumption rc = ri, and then we remove
the constraint and deduce the latency bound based on a
generic network model.

5.1. Correctness

Theorem 1. Consider data transmissions through a link set
L = (VS,VR, f), where VS is set of node sending data, VR is set of
node receiving data and f is the mapping function from VS to
Fig. 1. Peony tree c
VR. G is the undirected graph which consists of VS and VR. The
latency bound of transmitting from VS to VR equals to the
maximum node degree of nodes in VR on G.
Proof. To minimize the latency and avoid the interference,
divide all nodes in VS into several node-disjoint maximum
concurrent sets. Denote the maximum node degree of
nodes in VR on G by D. We use Vu to denote the set of send-
ing nodes which are neighbors of node u and Mu to denote
the number of sending nodes in Vu that have not transmit-
ted data.

First we prove that Mu decreases by at least 1 after each
allocated time slot. Suppose w is a sending node in Vu. Let
Uc be the maximum concurrent set for the current time
slot.

1. If link w ? f(w) is independent from all links in
{v ? f(v)jv 2 Uc}, w can be added in the current maxi-
mum concurrent set Uc and can transmit data in the
time slot allocated for Uc. Then Mu decreases by 1 after
the slot.

2. Otherwise, according to the definition of concurrent set,
there must be another sending neighbors of u which are
transmitting data. Mu also decreases by at least 1 after
the current time slot. h

To summarize (1) and (2), it requires at most D time
slots for the nodes in Vu to transmit data to VR. The latency
bound of transmitting from VS to VR equals to D.

Theorem 2. The latency bound of local aggregation is D � 1.
onstruction.
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Proof. Given the maximum node degree D, a dominative
node has at most D neighbors and one of them must be a
connective node. Thus at most D � 1 neighbors of a domi-
native node u are white nodes. According to Theorem 1, the
latency bound of local aggregation is D � 1. h
Theorem 3. The latency bound of global aggregation is
15R � 14.
Fig. 3. The maximum number of connective neighbor is 12.

Proof. Recall that in a peony tree, dominative nodes are in
the even layers while connective nodes are in the odd lay-
ers, so there are two transmission patterns in global aggre-
gation. One is data transmission from a dominative node to
a connective node, and the other is data transmission from
a connective node to a dominative node.

First, we prove that the latency bound of data aggrega-
tion from dominative nodes in an even layer to connective
nodes in the upper layer in peony tree is 4. Note that a
connective node has at most five dominative neighbors as
illustrated in Fig. 2. One of the dominative neighbors is the
parent of the connective node, so the number of domina-
tive children of a connective node is at most 4. According
to Theorem 1, the latency bound of data aggregation from
dominative nodes in an even layer to connective nodes in
the upper layer is 4.

Second, we show that the latency bound of data
aggregation from connective nodes in an odd layer to
dominative nodes in the upper layer in peony tree is 11.
Because a dominative node has at most 12 connective
neighbors as illustrated in Fig. 3. One of them is the parent
node of the dominative node, so the number of connective
children of a dominative node is at most 11. According to
Theorem 1, the latency bound of data aggregation from
connective nodes in an odd layer to dominative nodes in
the upper layer is 11. Specially, the sink node is a
dominative node without parent. The latency bound of
aggregation from connective nodes in layer 1 to the sink
node is 12.

In the peony tree, the number of layers which contain
connective nodes is R � 1. The number of layers which
contain dominative nodes except sink node s is also R � 1.
Basing on the above analysis, the latency bound of global
aggregation is 11(R � 2) + 12 + 4(R � 1) = 15R � 14. h
Theorem 4. The latency bound of data aggregation on a
peony tree is 15R + D � 15.
Fig. 2. The maximum number of dominative neighbor is 5.
Proof. According to our scheduling algorithm, the total
latency of data aggregation is the sum of latencies of local
aggregation and global aggregation. According to Theo-
rems 2 and 3, the latency bound of data aggregation using
our algorithm is (D � 1) + (15R � 14) = 15R + D � 15. h
Theorem 5. The computational complexity of PDA is
O(N2 + DN), where N is the number of nodes and D is the
maximum node degree.
Proof. Let us review the construction of PDA. Initially, PDA
construct a breadth first search tree for construction. A
dominative node set is formed by maximum independent
node set and first-fit algorithm. Thereby, connective node
set is selected carefully to construct peony tree. Lastly,
maximum concurrent sets are calculated for data aggrega-
tion scheduling.

As the neighbor information N(u) is used for node u, we
first analyze the computational complexity of forming
N(u). N(u) can be gotten by scanning every node v in the
network and check whether v is u’s neighbor. In this way,
the neighbor information of all nodes can be calculated in
O(N2). h

Nodes in PDA is initialized in the form of a breadth first
search tree, which can be consturcted in O(N2).

According to Algorithm 1, dominative nodes are con-
structed by maximum independent set and first-fit algo-
rithm. Because every node is exactly accessed once, its
computational complexity is O(N).

Peony tree is constructed by Algorithm 2. Every domi-
native node selects a connective node. Because dominative
nodes, connective nodes and white nodes are exactly ac-
cessed once, its computational complexity is also O(N).

The data aggregation scheduling is calculated by Algo-
rithm 3. Because there is at least one node sending packet
during a slot and a sending node can only be interfered by
at most D neighbors of receiving node. The computational
complexity in this step is O(N � D).

Consequently, the computational complexity of PDA is
O(N2) + O(N2) + O(N) + O(N) + O(N � D) = O(N2 + DN)

5.2. On generic model

Most existing works base their schemes on the assump-
tion rc = ri, so far we also discuss based on this assumption.
Indeed, our scheme is not constrained by the assumption,
and in this section we remove it.
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As data aggregation is conducted layer by layer, nodes
suffer interference only from nodes in the same layer when
they transmit data simultaneously. As mentioned above,
there are three types of transmissions during the course
of data aggregation, below we will discuss separately. For
simplicity, we normalize the communication range rc = 1
and the interference range ri = q.

Denote the upper bound of the number of independent
nodes in a radius of q by C(q). Before deducing the latency
of data aggregation, we first present two theorems related
to C(q).

Theorem 6. (Wegner Theorem [24]) The area of the convex
hull of n(n P 2) non-overlapping unit-radius circular disks is
at least

2
ffiffiffi
3
p
ðn� 1Þ þ ð2�

ffiffiffi
3
p
Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12n� 3
p

� 3
l m

þ p ð1Þ
Theorem 7. C(q), the upper bound of the number of inde-
pendent nodes in a radius of q, satisfies the condition that

2
ffiffiffi
3
p
ðCðqÞ � 1Þ þ 2�

ffiffiffi
3
p� �
d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12CðqÞ � 3

p
� 3e þ p

6 ð2qþ 1Þ2p ð2Þ
Proof. Consider independent nodes in a disk of radius q
centered at point o as shown in Fig. 4. Place a small disk
with radius 0.5 centered at each independent node.
Because the distance between any two independent nodes
is greater than 1 (rc = 1), all the small disks are non-over-
lapping. According to Theorem 6, the area of the convex
hull which covers all the small disks of radius 0.5 is at least
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Because all the small disks are in a big disk of radius h + 0.5
centered at point o, the convex hull which covers all the
small disks is also in the big disk. The area of the convex
hull is not greater than that of the big disk, so C(q) satisfies
the in Eq. (2). h

Now we deduce the latency of data aggregation on gen-
eric model.

1. Transmissions from white nodes to dominative nodes
When q 6 1, a dominative node receives data from at
most D � 1 white neighbors. Hence, the latency bound
Fig. 4. The maximum number of independent node in a radius of q.
of transmissions from white nodes to dominative nodes
is still D � 1.
When q > 1, a dominative node can be interfered by all
the white nodes in the interference range, no matter
whether or not they are neighbors. Thus the latency
bound is affected by the maximum number of white
nodes in a radius of q. As there are at most C(q) domi-
native nodes in a radius of q and a dominative node has
at most D � 1 white neighbors, the latency bound of
transmissions from white nodes to dominative nodes
is C(q)(D � 1).

2. Transmissions from dominative nodes to connective nodes
For a connective node u, there are at most C(q) domina-
tive nodes in a radius of q and one of them is its parent.
Consequently, the latency bound of transmissions from
dominative nodes to connective nodes is C(q) � 1.

3. Transmissions from connective nodes to dominative nodes
Because a connective node connects dominative nodes
in the adjacent layer, the number of connective nodes
in a radius of q is not more than the number of domina-
tive nodes in a radius of 1 + q. Hence, a dominative
node has at most C(1 + q) connective neighbors. Mean-
while, one of those connective nodes is the parent of the
dominative node. The latency bound of transmissions
from connective nodes to dominative nodes is
C(1 + q) � 1. Specially, the latency from connective
nodes in layer 1 to the sink node is at most C(1 + q).

Theorem 8. The latency bound of data aggregation in a
peony tree is

ðCðqÞ þ Cð1þ qÞ � 2ÞðR� 2Þ þ CðqÞDþ Cð1þ qÞ � 1 ð3Þ

Proof. Recall that there are no connective node in layer R
and no dominative node in layer 1 of the tree. The latency
from connective nodes in layer 1 to sink node is C(1 + q).
So the latency bound of data aggregation on peony tree
is C(q)(D � 1) + (C(q) � 1) + ((C(q) � 1) + (C(1 + q) � 1))
(R � 2) + C(1 + q) = (C(q) + C(1 + q) � 2)(R � 2) + C(q)D +
C(1 + q) � 1. h
6. Performance evaluation

In the simulations, we let all sensor nodes have the
identical communication range rc and identical interfer-
ence range ri. For comprehensive evaluation, rc and ri are
tuned in different groups of simulations. Sensor nodes
are randomly deployed into a 100 m � 100 m area for 20
times to generate different network topologies. We com-
pare PDA with the algorithm proposed by Huang et al. in
[2] (denoted as WALG in short in the figures) by measuring
the number of time slots to aggregate all the sensory data
in a WSN.
6.1. Impact of network size

The first group of simulations examines the impact of
network size. Let rc = ri = 10 m, and 20 different topologies
are generated, with network sizes varying from 400 to
2000.



Fig. 5. Comparison with different network sizes.

Fig. 6. Comparison with different communication ranges.
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Fig. 7. Comparison with different ratios of interference range to communication range.
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Fig. 5a plots the number of connective nodes selected
by PDA and WALG (note that the numbers of dominative
nodes selected by the two algorithms are same, so we do
not show them in the figures). We can see the number of
connective nodes selected by PDA is much less than that
of WALG. Also, WALG is slightly affected by the network
size, while PDA performs consistently with different net-
work sizes for the reason that PDA choose connective
nodes carefully.

Fig. 5b and c compare the latencies of local aggregation
and global aggregation by using PDA and WALG. For both
algorithms, the local aggregation latency linearly increases
with the network size, while the global aggregation latency
nearly remains constant. Moreover, the global aggregation
latency by using PDA is about 25% shorter than that of
using WALG, because PDA selects less connective nodes.

Overall, the total aggregation latency by using PDA is
about 20% shorter than that of using WALG, as shown in
Fig. 5d.
6.2. Impact of communication range

We now fix the network size to 1000 and rc = ri. The
aggregation latency is measured when rc varies from 4 m
to 20 m. Because less dominative nodes are selected with
a larger communication range, the number of connective
nodes apparently decreases when rc increases, as shown
in Fig. 6a. As a result, the global aggregation latency also
decreases, as shown in Fig. 6c. Similar with the first group
of simulations, we can see performance gaps between PDA
and WALG from the results shown in Fig. 6b–d,
respectively.
6.3. Impact of the ratio of interference range to communication
range

The ratio of the interference range to the communica-
tion range is denoted by q. In the last group of simulations,
the network size is fixed to 1000, and rc = 10 m. ri = rc � q.
The aggregation latency is measured when q varies from 1
to 2. Since rc keeps constant, the number of connective
nodes in the network keeps nearly unchanged. Meanwhile,
PDA selects much less connective nodes than WALG, as
shown in Fig. 7a.

According to Theorem 8, when the interference range
increases, both the local aggregation latency and the global
aggregation latency increase, as shown in Fig. 7b–d.
7. Conclusion

We study the issue of minimizing the latency of data
aggregation in WSNs and propose a scheduling algorithm
named PDA. PDA has a latency bound of 15R + D � 15,
where R is the network radius (measured in hops) and D
is the maximum node degree. To the best our knowledge,
this latency bound is by far the lowest one. Moreover, we
remove the constraint of equal communication and inter-
ference ranges used in most existing works and discuss
the latency bound of PDA based on a generic network mod-
el. We compare PDA with the state-of-arts algorithm pro-
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posed in [2] through simulations and the results show that
PDA significantly outperforms existing designs.

Appendix A. Supplementary data

Supplementary data associated with this article can be
found, in the online version, at doi:10.1016/j.adhoc.2011.
01.003.
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