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Abstract
To save energy, wireless sensor networks often run in

a low duty cycle mode, where the radios of sensor nodes
are scheduled between ON and OFF states. For nodes to
communicate with each other, Low Power Listening (LPL)
and Low Power Probing (LPP) are two types of rendezvous
mechanisms. Nodes with LPL or LPP rely on signal strength
or probe packets to detect potential transmissions, and then
keep the radio-on for communications. Unfortunately, in
many cases, signal strength and probe packets are suscep-
tible to interference, resulting in undesirable radio on time
when the signal strength of interference is above a thresh-
old or a probe packet is interfered. To address the issue, we
propose ZiSense, an energy efficient rendezvous mechanism
which is resilient to interference. Instead of checking the sig-
nal strength or decoding the probe packets, ZiSense detects
the existence of ZigBee transmissions and wakes up nodes
accordingly. On sensor nodes with limited information and
resource, we carefully study and extract short-term features
purely from the time-domain RSSI sequence, and design a
rule-based approach to efficiently identify the existence of
ZigBee. We theoretically analyze the benefit of ZiSense in
different environments and implement a prototype in TinyOS
with TelosB motes. We examine ZiSense performance under
controlled interference and office environments. The evalu-
ation results show that, compared with state-of-the-art ren-
dezvous mechanisms, ZiSense significantly reduces the en-
ergy consumption.
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1 Introduction
Due to the energy constraint on sensor nodes, it is of great

importance to save energy and extend the network lifetime
in wireless sensor networks. Recent studies show that radio
activities are the main source of energy consumption [21].
Hence, a common approach to save energy is to make nodes
working in a low duty cycle mode. The radio of a sensor
node is scheduled between “sleep” (turn off the radio) and
“wake up” (turn on the radio) state. Many existing sensor
network applications show the significant improvement in
energy efficiency brought by the asynchronous duty-cycled
media access control (MAC) protocols [10] [22] [23], com-
pared to the always-on methods. A crucial issue with those
protocols is to design a rendezvous mechanism, which makes
the sender and the receiver wake up during a same period of
time to communicate with each other.

Low Power Listening (LPL) and Low Power Probe (LPP)
are two well-known types of rendezvous mechanisms adopt-
ed in asynchronous duty-cycled MAC. BoX-MAC [22] and
A-MAC [10] are state-of-the-art MAC protocols compatible
with LPL and LPP. As shown in Fig. 1, in BoX-MAC, each
receiver periodically wakes up to sample the energy level in
the wireless channel, as is called, CCA (Clear Channel As-
sessment). If the energy level is above a predefined thresh-
old, the receiver stays awake to receive the potential packet.
The sender in BoX-MAC repeats transmitting a same data
packet (called preamble [22]) until an ACK (acknowledge-
ment packet from the receiver) is received. In A-MAC, each
receiver periodically wakes up to send a probe. Instead of
transmitting the preamble, the sender meets the receiver by
successfully decoding the probe from the intended receiver.

Both LPL and LPP can significantly reduce the energy
consumption in low duty cycling mode. Nevertheless, they
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Figure 1. The duty cycled communication flow of BoX-
MAC and A-MAC

suffer performance degradation in noisy environments with
signal interference [21]. Specifically, a node under LPL is
likely to incorrectly regard a non-ZigBee interfering signal
as an interested signal and improperly keeps the radio on
(false wake-up), leading to considerable but unnecessary en-
ergy consumption. The probability of false wake-up even
significantly goes up in the crowded unlicensed 2.4GHz ISM
band [21], which is used by various wireless technologies
such as ZigBee [17], WiFi [19], Bluetooth [18], and mi-
crowave ovens. Similar problems also exist with LPP. If
a probe from the receiver is corrupted by interference, the
sender will stay awake and wait for the intended probe for a
long period of time (idle listening). In short, simply relying
on the signal strength to maintain a rendezvous mechanism
suffers the false wake-up problem. On the other aspect, re-
lying on successfully decoded packets suffers the idle listen-
ing problem. The ubiquitous cross technology interference
seriously degrades the efficacy and efficiency of the existing
rendezvous mechanisms.

To address the above issue, we propose ZiSense, an
energy efficient rendezvous mechanism tailored to sender-
initiated MAC protocols in noisy environments. Instead of
checking signal strength or decoding the probe, ZiSense de-
tects potential ZigBee transmissions according to the fea-
tured patterns of ZigBee signals. Nodes in ZiSense wake
up only when ZigBee signals are detected.

The design of ZiSense face several non-trivial challenges
in practice. First, the available information on most ZigBee-
compatible devices is very limited (e.g., only RSSI on
CC2420 radio). Second, the computation resource is very
limited. Third, the time used to obtain the ZigBee informa-
tion should be short enough to restrict the overhead. To ad-
dress these challenges, we first carefully select features from
time domain RSSI samples to effectively distinguish ZigBee
signals from other interfering ones. We reduce the sam-
pling time of the features and improve the RSSI sampling
technique to minimize the sampling overhead. Compared to
LPL, our sampling method does not incur extra overhead.
Last but not least, we design a light-weight rule-based ap-
proach to distinguish ZigBee signals from interferences.

The main contributions of this work are summarized as
follows.

• We empirically study the performance of the existing
rendezvous mechanisms and disclose that energy detec-
tion in LPL is too simple to filter the interference and
probe decoding in LPP is too strict to cope with the in-
terference, which are the fundamental problems in those
mechanisms.

• We propose ZiSense, an energy efficient rendezvous
mechanism that leverages RSSI sequence pattern to rec-
ognize ZigBee signals to avoid unnecessary wake-ups
under interference environments. We theoretically vali-
date the performance gain and analyze the overhead of
ZiSense under different environments to show ZiSense
is resilient to interference.

• We implement ZiSense with TinyOS and TelosB motes,
and evaluate its performance in different environments.
The results show that ZiSense significantly reduces the
energy consumption of sensor nodes under interference,
compared to the existing rendezvous mechanism.

The rest of this paper is organized as follows. Section 2
discusses the related work. Section 3 illuminates the mo-
tivations of this work. In Section 4, we empirically study
the short-term characteristics of RSSI sequences of different
2.4GHz signals. Section 5 presents an overview of ZiSense
and Section 6 elaborates on the identification algorithm de-
sign. In Section 7, we analyze the performance of the rep-
resentative rendezvous mechanisms. Section 8 presents the
implementation details. Section 9 shows the evaluation re-
sults of ZiSense in both controlled and real environments.
We conclude this work in Section 10.

2 Related Work
Interference aware rendezvous mechanism. Most of

the existing LPL compatible approaches adopt a fixed CCA
threshold to detect the ZigBee transmissions. They suf-
fer from serious false wake-up problem [22] [23]. The au-
thors in [28] propose AEDP that adaptively adjusts the CCA
threshold to alleviate this problem. However, AEDP may
still have false wake-ups when the signal strength of inter-
ference is higher than the ZigBee. The scenario should not
be uncommon in current environment with cross technolo-
gy interference [21] [33]. In ZiSense, nodes keep awake by
recognizing the ZigBee signal according to its time domain
features, which is irrelevant with the signal strength. There-
fore, ZiSense is more adaptive for the general interference
situations.

Coexistence. Recently, many works study the coexis-
tence between ZigBee and other interference to enhance the
robustness of ZigBee transmissions. The authors in [21]
measure the impact of 802.11 interference on 802.15.4 net-
works and propose to use redundant headers and the forward
error correction code to alleviate packet corruption. The au-
thors in [32] study the chip error patterns under interferences.
The impact of 802.11 interference on body sensor network-
s is studied in [12]. The authors also find that bit errors
in 802.15.4 packets are temporally correlated with 802.11
traffic. Based on this correlation, they further propose an
error recovery method that mitigates the effect of interfer-
ence [13]. The authors in [16] propose an approach to en-
able ZigBee perform transmissions during the whitespace of
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Figure 2. False wake-up ratio of
threshold-based CCA checking in an
office environment
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Figure 3. CDF of RSSI on Mirage
testbed with different RF powers
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Figure 4. Duty cycle and the number
of probe loss of A-MAC under vari-
ous link qualities

WiFi traffic. These works concentrate on mitigating the ef-
fect of interference on receiving and decoding packets. In
this paper, we study energy inefficiency of the rendezvous
mechanism incurred by interference in low duty cycle media
access. Our work is complementary to above works since we
reduce energy consumption from a different aspect.

Interference classification. Many efforts have been
made to interference classification. Airshark [25] and
WiFiNet [26] leverage powerful WiFi hardware to get the
spectrum information to detect and classify non-WiFi inter-
ference. DOF [15] provides the local wireless information
plane, including the information of the interferers. It is pro-
posed in [7] to scan 16 ZigBee channels to get the spectrum
characteristics for classification. The authors in [4] design
a framework to scan the 2.4GHz band. ZiFi [33] and Z-
iFind [11] recognizeWiFi signal by detecting periodical bea-
cons in WiFi. They depend on a relative long-term sampling
since the default period of WiFi beacon is 100ms. SoN-
IC [14] proposes a method to classify non-ZigBee interfer-
ence by the observation that different interference will result
in different corruption patterns on received packets. SoN-
IC needs to identify the corrupted bits and then extracts the
features of the signal corresponding to the corrupted bits.

These methods aim at providing a detailed classification
for non-ZigBee interference. They either rely on dedicat-
ed hardware or complicated algorithm together with long-
term sampling. None of them provides a light weight feature
fetching and identification algorithm to fulfill the needs of
the short-term ZigBee signal detection. Different from above
methods, in ZiSense, we develop a novel feature extraction
and identification algorithm to sense the existence of ZigBee
in a short time, with only RSSI information in time domain.

3 Motivation
3.1 Impact of Interference on LPL

To study the impact of interference on existing LPLmech-
anism, we conduct a series of experiments. We deployed
three TelosB motes in an office environment on channel 22.
Node 1 acts as a sender and broadcasts a packet every 10 sec-
onds; node 2 acts as a receiver and runs BoX-MAC-2 [22],
the default LPL MAC in TinyOS; node 3 acts as another re-
ceiver and runs AEDP [28], the adaptive-threshold method.
The sleep interval of both receivers is set to 512ms. We mea-

sure the number of false wake-ups, i.e. the number of wake-
ups without receiving any data. Then we calculate the false
wake-up ratio as the number of false wake-ups to the total
number of wake-ups. During the experiment, we vary the
position of the sender to change the link qualities to the re-
ceivers. We switch the positions of two receivers and repeat
the experiment to exclude the influence of spatial differences.
The repeated experiment shows similar results. Hence, we
omit its results and only show the results of one experiment.

Fig. 2 plots the false wake-up ratios for the two receivers
with two different protocols. First, we can see that BoX-
MAC-2 experiences a very high false wake-up ratio. In most
of the time, the false wake-up ratio is higher than 40%. Fur-
ther, we evaluate the performance of AEDP with an adaptive
threshold. As shown in Fig. 2, AEDP can achieve a low
false wake-up ratio in the beginning. We check the begin-
ning region and find that the RSSI of link, which varies in
[−50dBm,−36dBm], is higher than the interference. AEDP
can therefore filter the interference from the communication
link and effectively reduce the false wake-ups to achieve a
low duty cycle. However, as the link RSSI decreases, the
performance of AEDP degrades. When the link RSSI is be-
tween [−77dBm,−55dBm], as shown in the grey region in
Fig. 2, the false wake-up ratio becomes very high. We inves-
tigate the data and find that during the grey region, the inter-
ested signal and the interference cannot be separated based
on a signal strength threshold. Thus AEDP cannot find an
appropriate threshold to avoid false wake-ups.

AEDP requires that the link RSSI is higher than the sig-
nal strength of interference to work effectively under inter-
ference. However, high RSSI is not always common for
real low power wireless links. For example, we use S-
ING [29] dataset to examine the link RSSI in a real indoor
system. Fig. 3 shows that 90% of links have a RSSI lower
than −66dBm, even though the highest transmitting power
(0dBm) is adopted. Other works and experiments also show
similar results of the link RSSI [30]. Considering the in-
terference sources usually have a higher transmission power
(e.g., WiFi), it is not uncommon that the signal strength of
interference is higher than link RSSI [21]. The signal of in-
terference can mask the ZigBee signal, making it difficult for
AEDP to distinguish those two types of signals.
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(a) ZigBee

����

����

���

���

���

���

��

�� �� �� �3 �� �, ��

.
//

0��
$�

%
�

"�%
��%��

&���
�8����

;�	����
&�%�����&�

;�	�

(b) WiFi
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(d) Microwave oven

Figure 5. RSSI patterns of different 2.4GHz technologies

3.2 Impact of Interference on LPP
We also conduct experiments to show the impact of in-

terference on LPP performance. In LPP, a sender listens to
the channel for probe packets to learn the existence of the in-
terested receiver. Upon receiving a probe from the intended
receiver, the sender will send its packets. However, the probe
packets may get lost under interference, resulting in idle lis-
tening on the sender. We use two nodes with A-MAC [10],
the most recent protocol with LPP. In the experiment, the re-
ceiver sends a probe every 512ms and the sender generates
a packet every 2 seconds. Fig. 4 presents the duty cycle of
the sender with A-MAC under different environments. Sim-
ilar to the results in LPL, when the link RSSI is high, (e.g.,
between [−60dBm,−40dBm]), the probe packets rarely lost
and the duty cycle ratio is low. When the link RSSI becomes
lower, the probe packets are not reliable. Once a probe pack-
et is lost, the sender needs to wait for an entire sleep interval
(i.e. 512ms) without sending any packet. However, corrup-
tion of probe packets does not necessarily means the data
packet is also corrupted since the repeated transmissions of
data packets can sufficiently increase the receiving probabili-
ty. The fragile single probe packet in existing LPP wastes the
transmission chances, resulting in idle listening at the sender.
This idle listening time significantly increases the duty cycle.

3.3 Summary
To summarize, the performances of both LPL and LPP are

degraded significantly in presence of interference. The fun-
damental problem is that LPL and LPP rely on either check-
ing the signal strength or decoding the probe packets for a
rendezvous of the sender and receiver. Both of these tech-
niques are susceptible to interference. Checking the signal
strength is a loose condition that allows too much interfer-
ence to wake up nodes. In contrast, decoding probe packets
is a stringent condition that makes the senders ignore some
transmission chances, resulting in idle listening. Our key
insight is that a node should only wake up when there is a
ZigBee transmission rather than a detected high energy or a
decoded probe packet.

4 Short-term RSSI Characteristic Study
To wake up nodes only when ZigBee transmissions ex-

ist, it should be able to identify ZigBee from the various co-
existing wireless techniques, with limited information and
resource available on sensor nodes in a short time period.
Hence, we focus on the question: can ZigBee transmission
be effectively and efficiently identified with common sensor
nodes? In this section, we study the short time patterns of

the RSSI sequences during ZigBee transmissions. We al-
so study some other common wireless techniques in 2.4GHz
band such as WiFi, Bluetooth and microwave ovens which
are usually considered in studies of interference classifica-
tion [14] and co-existence [13].

4.1 Characterizing Common Technologies
We measure the RSSI sequences of common technolo-

gies in 2.4GHz band under the controlled environments to
obtain their accurate characteristics. To achieve the fine-
grained RSSI information, we reimplement several inter-
faces of CC2420 in TinyOS to increase the sampling rate
to 31.25KHz, i.e., 32μs/sample. Fig. 5 presents the RSSI se-
quences of different technologies sampled by a TelosB mote.
Noise floor is the received signal strength of the background
noise when there is no wireless activity on the channel.

ZigBee. Fig. 5(a) presents the sampled RSSI sequence
during ZigBee transmissions, showing flat high RSSI seg-
ments. The modulation technique specified by the un-
derlying IEEE standard 802.15.4 [17] is Direct Sequence
Spread Spectrum (DSSS). The length of a CC2420 packet is
[18,133]bytes [1]. It determines that the range of valid on-air
time is [576,4256]μs under the standard rate of 250kbit/s.

WiFi. Fig. 5(b) shows the RSSI sequence during four
802.11n packet transmissions from a 802.11b/g/n Access
Point (AP). At first glance, we can see that there are four
spikes in the sequence, each of which corresponding to a
packet. Fluctuations are observed even during one packet’s
transmission. This is due to Orthogonal Frequency Division
Multiplexing (OFDM), the multiple sub-carriers modulation
technique adopted by WiFi [19]. In OFDM, each subcarri-
er has a certain level variation of signal strength. The re-
ceived signal is a sum of the signals on all the orthogonal
sub-carriers. Thus the variation of the sum will be larger than
that of a single carrier. Hence, spurious high power peak-
s occur when signals from different sub-carriers are added
constructively [27]. The valid packet lengths and data rates
specified by the underlying IEEE standard 802.11 [19] lim-
its the on-air time of a WiFi packet in [192,542]μs, which is
shorter than the minimum ZigBee on-air time.

Bluetooth. As shown in Fig. 5(c), the high RSSI sub-
sequence during Bluetooth transmissions are flat as ZigBee
since its underlying IEEE standard 802.15.1 [18] specifies
Frequency-hopping spread spectrum (FHSS) as the modu-
lation technique, which is also a single-carrier modulation
technique. Nevertheless, Bluetooth adopts a frequency hop-
ping technique. The standard hopping rate is 1600 hop/s,
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Table 1. Characteristics of common 2.4GHz technologies

Wireless
technology On-air time MPI PAPR UNF

ZigBee [576, 4256]μs 2.8ms or

192μs ≤ 1.3 FALSE

WiFi [194, 542]μs ≥ 28μs ≥ 1.9 FALSE

Bluetooth 366μs NA ≤ 1.3 FALSE

MWO 10ms 10ms ≥ 2.9 TRUE

i.e., 625μs residence time in one channel. The standard al-
so specifies the transmission time in one channel is 366μs,
resulting in shorter on-air time than a ZigBee transmission.

Microwave oven (MWO). Although the microwave oven
is covered by a Faraday cage, leaked energy can still inter-
fere ZigBee transmissions. Fig. 5(d) shows a distinct RSSI
sequence pattern of MWOs. The RSSI sequence during a
microwave oven operating show fluctuations up and down
on the noise floor while other technologies have only RSSI
samples above the noise floor. This is due to the satura-
tion of the intermediate frequency amplifier chain. Similar
phenomenon is also observed in other studies [5]. The res-
idential microwave ovens work in ON-OFF mode, in syn-
chronism with the frequency of alternating current supply.
Therefore, the on-air time and the interval between signals
are decided by the working modes of microwave ovens and
the frequency of power supply.

4.2 Feasibility of Using the Short-term RSSI
Sequence for Identifying ZigBee

The RSSI sequences of different wireless technologies ex-
hibit different patterns. A following question is: can we effi-
ciently distinguish those patterns based on only RSSI infor-
mation within a short time? To answer such a question, we
investigate the features of ZigBee transmissions as well as
some other common wireless technologies in 2.4GHz. We
find there indeed exist several features that can be lever-
aged to identify ZigBee transmission based on the short-term
RSSI information, as listed in Table 1.

On-air time. Under the data rate of 250Kbps, speci-
fied by the standard of ZigBee, the on-air time of a normal
ZigBee data packet in TinyOS is between [576μs,4256μs].
Unlike ZigBee, WiFi and Bluetooth have a shorter on-air
time, while microwave ovens have a longer on-air time.

MPI. Minimum Packet Interval (MPI) is the minimum
interval between successive transmissions. ZigBee’s MPI is
defined as the interval between two successive preambles.
The MPI of adjacent unicast packets is 10ms by default set-
tings in TinyOS-2.1.2, and is further reduced to 2.8ms in
AEDP [28]. The MPI between adjacent broadcast packets
is 192μs by default settings of CC2420 [20]. WiFi waits for
at least a DIFS time before the next transmission, which is
28μs for 802.11 g/n and 50μs for 802.11b. MPI of Bluetooth
refers to the interval between successive packets on the same
channel with ZigBee since Bluetooth follows a pseudoran-
dom hopping. The MPI of MWOs is defined as time between
two ON slots, which equals the time of an OFF slot.

ZiSense

Periodical Timer

Sampling Segmentation

Feature
extraction

Empty
set

Segments

RSSI
Sequence

Features

Hardware
Radio

RSSI

Result
Identification

Control

On/Off

Figure 6. Framework of ZiSense

PAPR. Due to different PHY modulation techniques,
different wireless technologies experience different received
energy fluctuations. Peak to Average Power Ratio (PAPR) is
a common measure of the fluctuation of signal power. We
apply PAPR to analyze the fluctuations of RSSI sequences.
As previous studies [27] have shown, 802.11g/n have a large
PAPR (≥ 1.9). MWOs also have a large PAPR. In con-
trast, ZigBee and Bluetooth have a relatively small PAPR
(≤ 1.3) because they employ the single-carrier modulation
techniques.

UNF. Under Noise Floor (UNF) is an indicator, describ-
ing whether a segment contains RSSI lower than the min-
imum possible noise floor. The normal range of RSSI re-
turned by CC2420 is [-100,0]dBm, implying a minimum
possible noise floor of -100dBm. However, we found that
the RSSI can be lower than -100dBm during the ON phase
of microwave ovens. This is an exclusive feature of MWO.
If there is a sample with RSSI smaller than the minimum
possible noise floor, UNF is T RUE; otherwise, it is FALSE.

4.3 Summary
There indeed exist several features that can be leveraged

to effectively identify ZigBee transmissions. These features
are extracted from network standards, hardware specifica-
tions and modulation methods etc. Meanwhile, most features
can be extracted in a very short time period as observed in
aforementioned measurements. For example, the longest du-
ration of these features appears about several milliseconds,
as shown in Table 1. This shows that leveraging those fea-
tures can efficiently identify ZigBee transmissions without
incurring additional sampling overhead comparing to exist-
ing sampling based LPL and decoding based LPP mecha-
nisms.

5 ZiSense Overview
The empirical results in Section 4 have demonstrated the

feasibility of identifying ZigBee with only RSSI information
within a short period. This paves the way for the design of
a more interference-resilient rendezvous mechanism, which
wakes up nodes only in presence of ZigBee transmissions.
In this section, we present ZiSense, a ZigBee sensing based
rendezvous mechanism tailored to the sender-initiated duty-
cycled MAC protocols.
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5.1 Working Flow
Fig. 6 presents the framework of ZiSense. The first com-

ponent is the RSSI sampling which obtains RSSI samples
from the radio and provides the RSSI sequence to the seg-
mentation component. The segmentation component ana-
lyzes the input sequence to obtain a set of segments. We
define a segment as a sub-sequence of the obtained RSSI
sequence, which is composed of consecutive samples with
RSSI readings different from the noise floor. Therefore, if no
segment is found, ZiSense consider the channel as idle and
no potential packet exists. The radio will be directly turned
off. Otherwise, the feature extraction component takes the
detected segments as input and calculates the features for
each segment (as listed in Table 1). The extracted features
of a segment are represented in the form of feature vector,
f = (PAPR,Ton,MPI,UNF). Then the obtained feature vec-
tors will be provided to ZigBee identification component to
determine whether a ZigBee segment exists. If yes, ZiSense
keep the radio on for the potential packets. Otherwise, the
radio will be turned off.

In a sender-initiated MAC protocol integrated with
ZiSense, the sender initiates the transmission and repeats
transmitting the data packets (called preamble) until an ACK
is received. As shown in Fig. 7, the receiver with ZiSense
periodically wakes up to perform channel sampling and the
operations in Fig. 6. If a ZigBee signal is sensed, the node
will turn on the radio to receive the potential packets. Oth-
erwise, it turns off the radio. In this way, comparing with
LPL, ZiSense avoids the energy wasted on false wake-ups
by accurate ZigBee signal identification. In ZiSense, since
the receiver might overhear multiple preamble packets after
it wakes up, packet transmission is more resilient to inter-
ference than LPP [6], in which the probe is only transmitted
once. In section 9.5, we investigate the influences of inter-
ference on packet retransmissions for both ZiSense and LPP.

5.2 Sampling and Segmentation
To detect the existence of possible transmission in LPL,

the sampling window must be longer than the minimal pack-
et interval from the sender. As shown in Fig. 7, the sender
transmits adjacent packets with an interval for receiving the

potential ACK since there is no need to repeat the transmis-
sion if the receiver has received the packet. Therefore, the
waiting time should be at least longer than the ACK delay,
TACK . The sampled RSSI sequence with W samples will be
fed into segmentation component for further processing.

Segmentation aims at extract useful information from the
RSSI sequence. Therefore, the segmentation component out-
puts segments, each consists of consecutive RSSI samples.
Since an effective signal usually results in a sudden differ-
ence to the noise floor, ZiSense adopts a single threshold
method to detect the start and end points of each segment.
If the difference between the RSSI and the noise floor (de-
note as Noise) is larger than a threshold thd , ZiSense detects
the start of a segment. Similarly, ZiSense detects the end of
a segment when the difference falls below thd .

Denote the RSSI sequence collected in sampling as: X =
{x1,x2, ...,xW}. Then, the sets of start (S) and end (E) posi-
tions of segments are:

S = {s
∣∣|xs−1−Noise|< thd , |xs −Noise| ≥ thd} (1)

E = {e
∣∣|xe −Noise| ≥ thd , |xe+1−Noise|< thd} (2)

We sort S and E in ascending order and put them in two
separated arrays IS and IE . Then the k-th segment can be
represented by Xk = {xIS(k),xIS(k)+1, ...,xIE (k)}. To eliminate
the impact that the start position or end position is out of
the sampling window, we add two samples with RSSI equal
to noise floor at the start and end of the sampling sequence
before segmentation. Hence, we have |IS|= |IE |= K.

5.3 Feature Extraction
Feature extraction component takes the set of extracted

segments as input and calculates the values of features list-
ed in Table 1. Then each segment will have a feature vec-
tor f = (PAPR,Ton,MPI,UNF). The set of feature vectors
of all segments is then provided to the ZigBee identification
algorithm.

On-air time. Based on Eq. 1 and Eq. 2, on-air time of
segment k can be calculated as:

Ton(k) = (IE(k)− IS(k)) ·Ts (3)

where Ts is the sampling period.
PAPR. The RSSI samples must be first normalized. De-

note the normalized RSSI sequence as X
′
= {x

′
1,x

′
2, ...,x

′
W},

where x
′ ∈ [0,1]. The PAPR of segment k can be calculated

as:

PAPR(k) =
max{x

′2
l |IS(k)≤ l ≤ IE(k)}

X ′2
k

(4)

where X ′2
k denotes the average of the squared values of the

elements in segment X
′
k.

MPI. To calculate the MPI, we need to identify the seg-
ments belong to the same signal source. We observe that the
average RSSI and on-air time of segment from the same sig-
nal source do not vary significantly during a short sampling
period. Hence, we determine the segments belonging to the
same signal source by the similar average RSSI and on-air
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time. Given a segment k, the nearest segment from the same
signal source can be determined as

j = argmin
j

∣∣k− j
∣∣

subject to:
∣∣Ton(k)−Ton( j)

∣∣≤ δ ,∣∣∣Xk −Xj

∣∣∣≤ ε,1≤ j �= k ≤ K (5)

where Xk and Xj are the average RSSI readings of segment
k and j, and δ and ε are error thresholds for deciding same
on-air time and average RSSI readings, respectively. Then
MPI of segment k is calculated as:

MPI(k) =
(
IS(max{k, j})− IE(min{k, j})) ·Ts (6)

where Ts is the sampling period. It is possible that MPI
cannot be calculated when only one segment from a signal
source is found in the sampling window. Under such a case,
to ensure ZigBee transmission is not ignored, ZiSense makes
conservative decisions by filling in a valid MPI complying
with ZigBee.

UNF. UNF(k) is the Boolean indicator, indicating
whether segment k has the RSSI values lower than the mini-
mum possible noise floor, thn. It can be decided as follows.

UNF(k) =
{

T RUE, ∃xi, i ∈ [IS(k), IE(k)],xi < thn;

FALSE, Otherwise.
(7)

After extracting the features, segment k will have a feature
vector fk with value (PAPR(k),Ton(k),MPI(k),UNF(k)).
Then the set of feature vectors is provided to identification
algorithm to determine whether ZigBee exists.

6 ZigBee Identification
Given a set of feature vectors, ZigBee identification com-

ponent determines whether any feature vector matches the
characteristic of a valid ZigBee segment. In this section,
we explain our design of the identification algorithm. We
first propose a set of deterministic rules based on ZigBee’s
underlying standard, IEEE 802.15.4. But we find the fea-
tures may be corrupted in practice, resulting in the mismatch
of a valid ZigBee segment. We then propose an improved
algorithm which is able to identify the ZigBee segments even
with some corrupted features to enhance the robustness of
ZiSense. We finally compare the accuracy of different meth-
ods and discuss their application scenarios.

6.1 Rule Generation
ZigBee signal is differentiable from other co-existing

wireless technologies by checking whether all the features
meet the ZigBee standard. On this basis, we propose a
set of deterministic rules to identify ZigBee, as shown in
Algorithm 1.

To determine a segment is ZigBee or not, Algorithm 1
has four conditions to check: (1) C1 : PAPR ≤ PAPRZigBee;
(2) C2 : Ton ≥ Tmin; (3) C3 : |MPI − MPIvalid | ≤ δ ; (4)
C4 : UNF = FALSE. Since the sampling window is short-
er than the maximum on-air time of a valid ZigBee packet
(denote as Tmax), the extracted Ton is impossible to be larger
than Tmax. Therefore, Algorithm 1 does not check whether
Ton > Tmax. Since MPIvalid has two values, 2.8ms for unicast

Algorithm 1: Deterministic rules to identify ZigBee

Input : feature vector v = (PAPR,Ton,MPI,UNF);
Output: whether the segment is ZigBee or not.

1 if PAPR > PAPRZigBee then return FALSE;
2 else if Ton < Tmin then return FALSE;
3 else if |MPI −MPIvalid |> δ then return FALSE;
4 else if UNF = T RUE then return FALSE;
5 else return TRUE;
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Figure 8. The illustration of how ZiSense recognizes
ZigBee when no feature is corrupted

and 192μs for broadcast, then C3 considered as being satis-
fied as long as one of the MPIvalid values make the condition
satisfied. Algorithm 1 is a strict testing that filters out all the
invalid segments with any violation to the conditions. Only
the ZigBee segments with the correct feature vector can pass
all the checking conditions. Hence, the condition vector of a
ZigBee segment C = (C1,C2,C3,C4) should be (T,T,T,T ),
where T is T RUE and F is FALSE.

To show how Algorithm 1 works, we present an example
trace with segments from different wireless technologies in
Fig. 8. The dashed rectangles are sampling windows.

(a) A flat segment with RSSI around the noise floor. Actu-
ally, in this case, the output of segmentation is an empty
set. ZiSense decides there is no ZigBee.

(b) A flat segment with RSSI above the noise floor. ZiSense
decides ZigBee exists due to the valid condition vector
(T,T,T,T ).

(c) Two flat segments with RSSI above the noise floor.
Even PAPR is small, the on-air time is too short to be
ZigBee (Ton < Tmin violates C2). Thus Algorithm 1 de-
cides there is no ZigBee signal.

(d) Two fluctuant segments with RSSI above the noise
floor. C1 and C3 are violated. Hence, Algorithm 1 de-
cides there is no ZigBee signal.

(e) A fluctuant segment with RSSI both above and below
the noise floor. Algorithm 1 decides it is not ZigBee
signal since the C1 and C4 are violated.
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Table 2. Condition vectors of different technologies
Signal source Condition vector C # of violations

ZigBee (T,T,T,T ) 0

WiFi (F,F,F,T ) 3

Bluetooth (T,F,F,T ) 2

MWO (F,T,F,F) 3

We deduce the condition vectors of some other common
wireless technologies in Table 2, from their corresponding
standards. We also calculate the number of violated condi-
tions of different technologies. We can find that the ZigBee
condition vector is not only distinguishable but also has a
larger number of conditions with values different with other
technologies, demonstrating the effectiveness of determinis-
tic rules to identify ZigBee.

6.2 Handle Corrupted Features
In Algorithm 1, if one of the conditions is violated, the

segment will be treated as non-ZigBee. As a consequence,
a ZigBee segment with corrupted features will be treated
as a non-ZigBee signal incorrectly. This is undesirable for
ZiSense’s design since ZiSense follows a conservative de-
sign principle that tries to identify ZigBee transmissions as
much as possible. Therefore, we discuss several possible
cases with corrupted features and enhance Algorithm 1 to
improve the robustness.

Case 1: PAPR is corrupted due to the overlapped concur-
rent signals. When the wireless environment is very crowd-
ed, the interference signal may overlap with a ZigBee sig-
nal. Then PAPR of the segment generated by this overlapped
ZigBee signal may be corrupted, leading to the condition
vector CE1 = (F,T,T,T ). An example is shown in Fig. 9.

In this case, we regard the segment with CE1 as ZigBee.
This extension is safe due to following two reasons. First,
a ZigBee segment with CE1 is impossible to be regarded as
other technologies since none of them has a condition vector
with value (F,T,T,T ). Second, other technologies are hard
to be identified as ZigBee. This is because to have a condi-
tion vector as CE1, at least two conditions of the non-ZigBee
segments have to be violated.
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Figure 10. Example of ZigBee segments with Ton < Tmin

Table 3. Condition vectors of different technologies

Signal source Condition vector C # of violations

ZigBee

(T,T,T,T )
(F,T,T,T )
(T,F,T,T )

0

WiFi (F,F,F,T ) 2

Bluetooth (T,F,F,T ) 1

MWO (F,T,F,F) 2

Case 2: Ton can be corrupted if channel sampling begins
at the packet tail and ends at the packet head, as shown in
Fig. 10. Since the ZigBee transmissions are only partly de-
tected, the extracted segments will have a shorter on-air time
than expected. But the MPI in such a case usually can be cor-
rectly extracted. As a result, a ZigBee segment in this case
will have the condition vector CE2 = (T,F,T,T ). Therefore,
we extend our algorithm to regard a segment with CE2 as
ZigBee.

This extension is safe from the perspective of identifying
ZigBee segments since CE2 is still different with the condi-
tion vectors of other co-existing technologies. However, the
extension increases the probability of regarding interference
as ZigBee. Among the interference sources, the Bluetooth
with condition vector (T,F,F,T ) is closest to CE2. The fre-
quency hopping adopted in Bluetooth makes it possible for
a Bluetooth device to jump back to the same channel af-
ter exact MPIvalid ± δ time, resulting in a condition vector
(T,F,T,T ) and then false wake-ups. We argue that the prob-
ability that a Bluetooth segment has a MPI exactly equal to
MPIvalid is low. This is also verified in our office environ-
ment experiments in Section 6.3.

Other cases: C3 and C4 are possible to be corrupted but
with a low probability. C3 of a ZigBee segment is hard to be
violated since MPI is corrupted only when a segment from
other technology has the same average RSSI and on-air time
as the valid ZigBee segments. C4 of a ZigBee segment is
impossible to be violated since UNF = T RUE is an exclu-
sive feature of MWOs. To handle more complicated cas-
es, ZiSense can extend the sampling period to precisely cap-
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Algorithm 2: Robust ZigBee identification

Input : feature vector v = (PAPR,Ton,MPI,UNF);
Output: whether the segment is ZigBee or not.

1 if PAPR ≤ PAPRZigBee then
2 if (UNF = FALSE and |MPI −MPIvalid | ≤ δ ) then

return TRUE;

3 else
return FALSE;

4 else
5 if Ton < Tmin then return FALSE;
6 else if |MPI −MPIvalid |> δ then return FALSE;
7 else if UNF = T RUE then return FALSE;
8 else return TRUE;

PAPR

Ton

Ton

Ton

MPI

Ton

NO YES

NO

NO YES

NO

≥Tmin

NO

<Tmin

≤Tmax>Tmax

≤ PAPRZigBee > PAPRZigBee

<Tmin ≥Tmin

|MPI-MPIvalid|≤δ 

>Tmax ≤Tmax

NO

UNF
TRUE FALSE

|MPI-MPIvalid|>δ

Figure 11. The trained decision tree according to C4.5

ture the correct features when too many false wake-ups oc-
cur. However, this extension increases the baseline energy.
Hence, in current design, we do not extend ZiSense further to
handle more complicated cases for the low baseline energy.

Based on the aforementioned enhancements, ZiSense en-
larges the set of valid condition vectors of ZigBee to im-
prove the robustness, as shown in Table 3. According to the
new set of valid condition vectors, ZiSense adopts a more
robust algorithm to identify ZigBee transmissions, as shown
in Algorithm 2.

6.3 Evaluation of the Identification Algorithm
To validate the effectiveness of Algorithm 2 in practice,

we collect 11621 labeled segments under a controlled of-
fice environment in presence of WiFi, Bluetooth and MWOs.
We use a pair of TelosB motes into the environment to per-
form transmissions. The sender keeps sending packets with
various packet sizes. The receiver collects the channel sam-
plings. The sender and receiver are synchronized before col-
lecting the traces. To obtain the ground truth, we label a seg-
ment as ZigBee if the sender sends a ZigBee packet at the
same time. Otherwise, we label the segment as non-ZigBee.

Then the algorithms take the labeled traces as input to val-
idate the effectiveness of our algorithms. For comparison,
we also directly take the labeled segments as the training set
to train a decision tree according to C4.5 algorithm [9]. The
resulted decision tree is shown in Fig. 11. We adopt a 10-fold

Table 4. Identification accuracies of different algorithm

Algorithm TP
rate

FN
rate

TN
rate

FP
rate

Algorithm 1 87.6% 12.4% 100% 0%

Algorithm 2 97.5% 2.5% 97.6% 2.4%

C4.5 97.3% 2.7% 99.1% 0.9%

cross validation to obtain the accuracy of decision tree. The
identification accuracies of different algorithms are present-
ed in Table 4. False negative (FN) rate is the probability that
a ZigBee signal is detected as a non-ZigBee signal, leading
to retransmissions at the sender in the sender-initiated MAC
protocols. False positive (FP) rate is the probability that a
non-ZigBee signal is detected as a ZigBee signal, resulting
in false wake-ups. True positive (TP) rate is the probability
that a ZigBee signal is successfully detected. True negative
(TN) rate is the probability that a non-ZigBee signal is cor-
rectly detected.

Algorithm 1 can only identify 87.6% ZigBee segments.
This is because the corrupted ZigBee segments fail pass-
ing the condition checking. Algorithm 1 does not consider
any non-ZigBee as ZigBee, resulting in 0% false wake-up.
Algorithm 2 obviously improves the TP rate and is able to
identify 97.5% ZigBee segments correctly. However, it al-
so increases the FP rate to 2.4%. The decision tree directly
trained from traces achieves 97.3% TN rate and 0.9% FP
rate. Compared to Algorithm 2, the TP rate is decreased by
0.2%. This is because the trained decision tree does not have
preference and sacrifices 0.2% TP rate for increasing the TN
rate by 1.5%. However, Algorithm 2 prefers improving TP
to reducing FP, following our conservative design principle.

ZiSense is a general method that leverages distinct RSSI
sequence patterns to recognize ZigBee. When applying to
other environments, knowledge of the long-term existences
of interference will help Algorithm 2 to improve accuracy.
However, sensor nodes can encounter all the interference, e-
specially for the system with mobile nodes [31]. As a general
method, ZiSense takes all the common interference into ac-
count. Algorithm 2 is also scalable to handle the existence
of other wireless technologies since the features are extracted
from the standard specifications, hardware specification and
etc, which will hold regardless of the application environ-
ments. When applying ZiSense to other platforms, ZiSense
equipped with Algorithm 2 can be adopted by changing the
parameter values accordingly to reduce the energy consump-
tion caused by false wake-ups.

With the vigorous development of wireless technologies,
emerging technologies may arise. When applying ZiSense in
environments with new co-existing technologies, Algorithm
2 can still be adopted to identify ZigBee since the features of
ZigBee signals will not change due to the appearance of oth-
er new technologies. But the false positive rate may increase
if the underlying standards of new technologies own feature
vectors similar to ZigBee. Then maybe new features need to
be included for reducing the false positive rate. However, for
now, Algorithm 2 is good enough to identify ZigBee from
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��

��'�

��'�

��'�

��'�

��

�� ��'� ��'� ��'� ��'� ��

�
�	

�

�


��
��

���
>


��

�


Y�[

	
��
�&
:
��>
��
�
Y��

Δ� ��\��

��'�%

��',%

�

�',%

�'�%

(c) Tdata = 5min,n = 1,P = 0.2
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(d) Tdata = 5min,n = 5,P = 0.2

Figure 12. The difference of duty cycle (ΔDC) between BOX-MAC-2 and ZiSense with different false positive rate and
false negative rate. The traffic load is n packets in Tdata time. The interference occurs with probability P. (a) low data
rate, strong interference, (b) high data rate, strong interference, (c) low data rate, weak interference and (d) high data
rate, weak interference. The dash line indicates the position where ΔDC= 0.

the common wireless technologies operated on 2.4GHz.

7 Performance Analysis
In this section, we analyze the performance of ZiSense

with different settings (traffic load, interference situation,
etc.). We also illustrate the influence of identification ac-
curacy on the performance. We denote FN rate as p, FP rate
as q. Then the TP rate is 1− p and the TN rate is 1− q.
The goal of all the rendezvous mechanisms in the low duty-
cycled MAC protocols is to reduce the FP rate and FN rate,
which correspondingly increase the TP rate and TN rate.

Suppose the data rate from the sender to the receiver is
n/Tdata, i.e., n packets in Tdata time. We model the duty cycle
of the sender-initiated protocols during the time slot of Tdata.
In each slot, the radio-on time consists of the following parts:

• detection time (Tdetect ): the time used at the receiver for
detecting possible transmissions.

• false wake-up time (Tf alse): the time used at the receiver
due to the false wake-ups caused by FP.

• receiving time (Trecv): the time used at the receiver for
receiving packets.

• transmission time (Ttrans): the time used at the sender
for transmissions.

Denote the detection interval as T0, the expected detection
time is:

Tdetect =
Tdata

T0
·Td (8)

where Td is the channel assessment time. If a node decides
to stay awake, it keeps the radio on for Tw time. Suppose the
probability that interference occurs when the node performs
detection is P. Then the total false wake-up time in Tdata is:

Tf alse =
Tdata

T0
·P ·q ·Tw (9)

The expected transmission time in Tdata is

Ttrans = (
T0
2
+(

1

1− p
−1) ·T0) ·n (10)

where ( 1
1−p −1) ·T0 is the retransmission cost. For simplic-

ity, we assume that if ZigBee is detected, the node can re-
ceive the packet. Hence, the above retransmission cost only

includes the retransmissions caused by detection errors with-
out the retransmissions due to the poor link quality. Never-
theless, similar analysis can be applied to such kind of re-
transmissions.

The receiving cost for n packets at the receiver is:

Trecv = n ·Trx (11)

where Trx is the cost for receiving one packet. Based on
above equations, the duty cycle can be represented as:

DC(p,q) =
Ttrans +Trecv +Tdetect +Tf alse

Tdata
(12)

In BoX-MAC-2, nodes wake up as long as high energy
is detected no matter what the signal is. Hence, its FP rate
is 1 and FN rate is 0. ZiSense relies on the RSSI sequence
pattern to recognize ZigBee. Its FP rate is much smaller than
BoX-MAC-2, while FN rate is non-zero. We investigate the
energy reductions by ZiSense with different FP and PN rates.
We define the difference of duty cycle between BoX-MAC-2
and ZiSense with different FP and PN rates as follows.

ΔDC(p,q) = DCBoX−MAC−2−DC(p,q) (13)

Positive ΔDC(p,q) means ZiSense consumes less energy
than BoX-MAC-2. Negative ΔDC(p,q) indicates ZiSense
costs more energy than BoX-MAC-2. The optimal duty cy-
cle is DCOptimal = DC(0,0), which avoids all the false wake-
ups and correctly detects all the ZigBee transmissions.

In Fig. 12, we show the duty cycle reduction under (a) a
low data rate network with relative strong interference, (b) a
high data rate network with relative strong interference, (c) a
low data rate network with weak interference and (d) a high
data rate network with weak interference. In each figure,
we also illustrate the curve ΔDC(p,q) = 0. According to
default system settings, we set Trx = 100ms, Tw = 100ms,
Td = 2.9ms and T0 = 2s.

Several observations are found in Fig. 12. First,
Algorithm 2 adopted in ZiSense provides a quite low FN
rate and FP rate, p = 0.025, q = 0.024, leading to 3.86%,
3.79%, 0.93% and 0.87% duty cycle reductions which are
97.2%, 95.4%, 95.8% and 88.8% approximated to the opti-
mal solution under the settings (a), (b), (c) and (d) respec-
tively. Second, there is more room for improvement in the
network with a low data rate or a high interference. This can
also be seen from the area of the region with ΔDC(p,q)> 0.
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Third, FN rate has a relative higher impact on the improve-
ment, compared to FP rate. This is because the cost of each
FN is a retransmission which takes 2s while the cost of each
FP is a false wake-up which takes 100ms. This is also the
reason that in ZiSense’s design, we fill in all the missing fea-
tures with the values that satisfy ZigBee features in order to
reduce the probability of FN.

Since AEDP can only filter out the interference with RSSI
smaller than the weakest effective links, it has p = 0, 0 ≤
q ≤ 1. Only if the majority interference is weaker than link
RSSI, q is close to 0 so that AEDP outperforms ZiSense.
If nodes only wake up when a packet is received during the
short sampling period by setting CCAmode 2 [20], they have
0 ≤ p ≤ 1, q = 0. Only if the majority packets are received
during the short sampling period, p is close to 0. Then this
method works better than ZiSense.

8 Implementation
We target on TelosB [8] motes to implement ZiSense un-

der TinyOS 2.1.2 [2]. In Zisense, a sender will take certain
time to wait the potential ACK between two adjacent trans-
missions of preamble packets. The RSSI sampling duration
of a receiver should be longer than ACK waiting period to
avoid mishearing any ongoing transmissions. According to
the measurement results in AEDP [28], the ACK waiting pe-
riod is at least 2.8ms. In our implementation, we set the RSSI
sampling duration to 2.9ms, as the same as AEDP [28]. To
obtain enough samples in such a short time, we increase the
SPI speed and simplify the interfaces to quickly fetch RSSI
readings from the register. The sampling frequency is in-
creased to 31.25KHz, i.e., 32μs/sample. Hence, the sam-
pling window of 2.9ms provides a RSSI sequence ofW = 90
RSSI readings. The RSSI.RSSI VAL register in CC22420
always has valid RSSI value when reception has been en-
abled at least 8 symbol periods (128μs). Hence, our im-
plementation does not change the hardware RSSI sampling
and just increase the register reading rate, which does not in-
cur much extra energy consumption. During RSSI sampling,
ZiSense also enable interrupt to quickly response the event
of packet receiving.

After RSSI sampling, ZiSense will take extra CPU pro-
cessing time to identify whether ZigBee exists. Based on
our measurement, the average extra CPU processing time
is 491.03μs on TelosB mote. We keep the radio on during
ZigBee identification as well. Otherwise, if ZigBee is detect-
ed, the radio need be turned on again. Turning on CC2420
will take at least 580μs with higher energy consumption than
receive mode [24]. It also will incur certain reception delay.
Adding RSSI sampling duration 2.9ms, the total active time
in ZiSense is about 3.4ms for one detection. The extra 0.5ms
active time indeed increases the baseline energy, but the sys-
tem performance can still be significantly improved because
ZiSense greatly reduces the unnecessary energy consump-
tion caused by false wake-ups, as demonstrated in Section
9. We summary the implemented parameters in ZiSense, as
shown in Table 5. The parameters are configured by stan-
dards, hardware specifications and the real measurements.

For comparison, we implement AEDP according to the
descriptions in the paper [28]. We also optimize the ACK

Table 5. Summary of parameters in ZiSense

Notation Value Description

TACK 2.8ms ACK delay [28]

MPIvalid
2.8ms,

192μs
Valid ZigBee MPI of unicast or

broadcast [28] [20]

Ds 2.9ms
Channel sampling duration, longer

than the maximum MPIvalid

Tmax 4256μs Maximum ZigBee on-air time,

specified by the standard [17]

Tmin 576μs Minimum ZigBee on-air time,

specified by the standard [17]

PAPRZigBee 1.3
Maximum PAPR of a valid ZigBee

segment

δ 64μs Error threshold for deciding the same

length of time

ε 1dBm
Error threshold for deciding the same

average RSSI

thd 3dBm
RSSI threshold to detect the start and

end points of a segment

thn -100dBm
RSSI of the minimum possible noise

floor [20]

Trx 100ms
Active time after receiving a packet,

system default parameter

Tw 100ms
Active time after deciding to wake up,

system default parameter

waiting period from 10ms to 2.8ms, for Box-MAC-2. The
implementation of ZiSense takes more space to store the
RSSI sequence and algorithm codes. It consumes extra 1058
bytes RAM and 6344 bytes ROM, 32.2% and 23.1% more
than the default implementation. However, the extra con-
sumption is usually affordable for most of the sensor appli-
cation programs on TelosB motes.

9 Evaluation
We evaluate the performance of ZiSense from the follow-

ing aspects. First, we conduct the experiments with different
interference sources to illustrate the effectiveness to miti-
gate false wake-up. We also study the impacts of link sig-
nal strengths on false wake-up mitigation. Second, we com-
pare the total energy consumption among several protocols
under different interference environments, to show our per-
formance gain under controlled environments. Then we in-
tegrate ZiSense with CTP, and evaluate the energy, link and
routing performance in a real-world data collection applica-
tion. Since the energy consumed on the radio usually dom-
inates other sources, we use the radio duty cycle as the ag-
gregated energy indicator of the total energy consumption in
our experiments.

9.1 False Wake-up
ZiSense should be able to solve the false wake-up prob-

lem. To verify this, we compare ZiSense with the CCA
based mechanisms, i.e., AEDP and Box-MAC-2, under vari-
ous controlled interference situations. We conduct the exper-
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(a) WiFi 802.11b/g/n
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(b) Bluetooth
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(c) Microwave oven

Figure 13. The comparison of false wake-up ratio among ZiSense, BoX-MAC-2 and AEDP under the interference
environments
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Figure 14. Impacts of link strength on false wake-up ratio

iments in an empty room with maximum internal distance of
4.5m. We use LanTraffic V2 [3] software on two laptops to
generate the WiFi signal. One laptop continuously transmits
UDP data to the other laptop via a 802.11b/g/n AP at 5 Mbp-
s data rate. For Bluetooth interference, we use a Bluetooth
headset to listen to music on an iPhone 5 to generate the
Bluetooth signal and configure two smartphones transmit an
image file with size of 1M Bytes every 5 minutes. We use
a Haier MJ-1870M1 microwave oven to heat a bowl of wa-
ter to build the microwave interference. Then, we put a pair
of sensor nodes at different distances from the interference
source to vary the interference strength. The receiver check-
s the channel signal every 512ms. The sender transmits a
packet every 10s. The RSSI of the ZigBee signal over the
link is about -40dBm. The channel is set to 22.

The distributions of the false wake-up ratios are shown
in Fig. 13. For different interference sources and interfer-
ence strengths, ZiSense keeps a low false wake-up ratio.
AEDP performs better than the default Box-MAC. Compar-
ing with AEDP, the false wake-up ratio is reduced by 88.9%,
49.4% and 96.3% on average under WiFi, Bluetooth and Mi-
crowave interference. The results verify the effectiveness of
ZiSense for conquering false wake-up problem. The results
also reveal that the influence of WiFi signal is more serious
than Bluetooth and Microwave. The frequency hopping in
Bluetooth and the Faraday cage of microwave oven mitigate
the impact of the interference on a certain channel.
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Figure 15. Impacts of data rate on duty cycle

9.2 Impacts of Link Signal Strength
We further explore the impacts of link signal strength on

the performance of conquering false wake-up problem. We
deploy a sender and three receivers in an office. The sender
broadcasts a packet every 10s. The three receivers run BoX-
MAC-2, AEDP and ZiSense respectively. The receivers cal-
culate the average packet RSSI as the link RSSI. We vary
the distance between sender and receivers to get various link
signal strengths. In each run, the receivers count the number
of wake-ups without receiving packets as the number of false
wake-ups. At each location, we conduct ten runs of experi-
ment. We group the links into 8 buckets based on link RSSI.
Each bucket adopts the average link RSSI as representative
link signal strength.

The false wake-up ratios of different methods are present-
ed in Fig. 14. BoX-MAC-2 presents a high false wake-up
ratio. AEDP effectively reduces the false wake-ups when
link signal strength is strong (RSSI ∈ [−55,−40]). Howev-
er, when link signal strength is weak (RSSI ∈ [−80,−65]),
AEDP has as many false wake-ups as that BoX-MAC-2
has. Between the weak and strong regions, a transition zone
(RSSI ∈ [−65,−55]) exists. In the transition zone, AEDP can
only avoid partial false wake-ups. ZiSense keeps a low false
wake-up ratio under various link signal strengths. This is be-
cause ZiSense leverages the differentiable signal features to
distinguish ZigBee and interference, which do not vary with
the link signal strength.
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9.3 Impacts of Data Rate
We also explore the impacts of data rate on the perfor-

mance of different mechanisms. We deploy 7 nodes and col-
lect data with CTP in an office environment. The wake-up
period of all nodes is 512ms for all mechanisms. 6 nodes
send packets to the sink periodically. We configure inter-
packet intervals (IPI) from 2s to 400s. The signal strength
of routing links keeps around -70dBm. We run A-MAC,
BoX-MAC-2, AEDP and ZiSense sequentially. We perform
5 experiments for each mechanism. We calculate the average
radio duty cycles of all nodes.

Fig. 15 presents the results. When data rate is low (IPI ≥
50s), the duty cycle of A-MAC keeps around 4.5%, but the
duty cycle of BoX-MAC, AEDP and ZiSense increases s-
lowly with the same trend along the data rate gets high. The
main reason is that the periodical probe-transmission/signal-
detection dominates whole energy consumption. The effi-
cient synchronized transmission in A-MAC further mitigates
the influence of small incremental packet transmission on
duty cycle. Due to ZiSense successfully avoids false wake-
up, its duty cycle is approximate 24.9% and 42.8% low-
er than AEDP and BoX-MAC, respectively. Since sending
probe of A-MAC will take more energy than ZigBee iden-
tification of ZiSense [28] and the possible probe loss of A-
MAC, the duty cycle of ZiSense is at least 28.5% less than
A-MAC. When data rate is high (IPI ≤ 50s), the duty cy-
cle of sender-initiated mechanisms increases faster than A-
MAC. The main reason is that the huge amount of packet
sending dominates whole energy consumption and the syn-
chronized transmission in A-MAC leads higher energy effi-
ciency. Moreover, the duty cycle of ZiSense increases more
quickly than AEDP and BoX-MAC. This is because when
the data rate is high, a node has high probability to detect the
packet transmission of others and keep awake unnecessari-
ly. In the worst case (IPI = 2s), the duty cycle of ZiSense is
27.1% and 3.7% worse than A-MAC and AEDP, but it still
26.9% higher than BoX-MAC. Overall, ZiSense efficiently
avoids the influence of the non-ZigBee interference under
various data rates and keeps the duty cycle low.

9.4 Duty Cycles
Given the effectiveness of ZiSense of solving false wake-

up problem, we want to explore the performance gain-
s in terms of the duty cycle. We evaluate the duty cy-
cle of different nodes under different environments. We
measure the duty cycles of A-MAC, BoX-MAC-2, AEDP
and ZiSense under different environments. The link signal
strength keeps be around -70dBm. The wake-up period on
the receiver is 512ms. The sender generates a data packet
every 10s. We take records about the radio-on time and the
total time on both sender and receiver. Then we calculate the
average of duty cycles on the sender and the receiver as the
achieved duty cycle.

First, we conduct experiments in a 100×50m2 office. 6
WiFi APs are deployed and the nearest one is 3m away from
our sensor nodes. Several Bluetooth wireless earphones,
keyboards and mouse are operated from 2m to 10m. Table 6
shows that the average duty cycle of ZiSense is 4.21%, which
is the lowest. Compared to BoX-MAC-2, AEDP and A-
MAC, ZiSense reduces the duty cycle by 61.2%, 49.8%

Table 6. The comparison of the duty cycle a-
mong ZiSense, BoX-MAC-2, AEDP and A-MAC under
different network conditions

BoX-MAC-2 AEDP ZiSense

Clean
environment

3.31% 3.32% 3.39%

Office
environment

10.86% 8.38% 4.21%

Severe
interference

21.80% 18.87% 5.14%
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Figure 16. The topology of our indoor testbed

and 17.1% separately. These results show the benefit that
ZiSense experiences less false wake-ups and idle listening
caused by interference.

Then we use the UDP WiFi data transmission mentioned
in Section 9.1 to build the severe interference environment
(with the interference probability 0.9). We put the nodes at
3.5m away from the interference source. Table 6 shows the
duty cycle of ZiSense is 5.14%, which is just 22.1% larger
than the office environment. However, comparing with the
office environment, the serious interference leads to 100.7%,
125.2% and 141.7% more energy consumption for BoX-
MAC-2, AEDP and A-MAC separately. These results further
illustrate the interference resilience of ZiSense.

Finally, we move the pair of nodes in an outdoor play-
ground without wireless interference. Table 6 plots the re-
sults. A-MAC achieves the lowest duty cycle, about 2.97%.
This is because the sender with A-MAC predicts the time
of probes to shorten the idle listening time. The duty cycle
of BoX-MAC-2 and AEDP are comparable, about 3.31%.
However, ZiSense results in 0.08% higher duty cycle than
BoX-MAC-2 and AEDP. This is because ZiSense takes a
longer time to process the RSSI sample sequence. Never-
theless, the baseline energy consumption of ZiSense is much
smaller than its benefit.

9.5 Integration with CTP in the Real System
We investigate the energy, link and routing performance

of ZiSense in a real indoor data collection deployment. We
use the default CTP in TinyOS 2.1.2 as the routing scheme.
We deploy 41 TelosB nodes in our 100×50m2 office. The
topology of our system, with a transmission power of 0dBm,
is shown in Fig. 16. The sink node is labeled by a red trian-
gle. The periodical wake-up interval is 2 seconds. Each node
generates one data packet per 5 minutes. The communication
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Table 7. Overall performance of different approaches. PDR, packet delivery ratio; RTX, retransmission count; ETX,
expected transmission count which is the routing metric used in CTP.

Protocols Duty cycle PDR RTX
Wake-ups
per 5 min

Hop count ETX

A-MAC 4.15% 99.26% 3.34 NA 1.33 1.44

BoX-MAC-2 3.74% 99.48% 0.10 61.61 1.42 1.43

AEDP 4.14% 99.65% 0.04 47.56 2.03 2.05

ZiSense 2.46% 99.79% 0.05 33.41 1.29 1.30
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Figure 17. Box-plot comparison of A-MAC, BoX-MAC-2, AEDP and ZiSense, presenting the median, 25th percentile,
75th percentile and the range of duty cycle, hop count and end-to-end ETX

channel is set to 22, which overlaps with WiFi channel used
by the office APs. Bluetooth interference comes from the
wireless keyboards and mouse as well as Bluetooth headsets
used by the staff in the office. A microwave oven operated
during meal time is deployed at the location marked by the
rectangle. We compare ZiSense with A-MAC, BoX-MAC-2
and AEDP. For each mechanism, we continuously collect the
data for 24 hours, 4 days in total. We conduct all the experi-
ments in workday to keep similar interference conditions.

Table 7 shows the average performance of duty cy-
cle, packet delivery ratio (PDR), retransmission per pack-
et (RTX), the number of wake-ups per 5 minutes, path hop
count and routing ETX. The duty cycle of ZiSense is the low-
est. The duty cycle of A-MAC is 68.7% higher than ZiSense.
The reason is RTX of AMAC is 3.34, which is much larger
than other protocols. The probe and packet loss is also ver-
ified, since the ETX is larger than hop count. The lower P-
DR of A-MAC reveals that single transmission of the probe
is more vulnerable in co-existing environment, resulting in
packet loss. However, in ZiSense, BoX-MAC-2 and AEDP,
since the receiver might hear multiple preamble packets af-
ter waking up, the receiver has more chances to receive one
correct packet. This is also why the RTX in these protocols
is relatively small. All methods have similar PDR, illustrat-
ing that both AEDP and ZiSense will not decrease the PDR.
The duty cycle reduction of ZiSense is achieved by reducing
false wake-ups without sacrificing the delivery ratio of valid
packets.

The duty cycle of BoX-MAC-2 is 52% higher than
ZiSense since there are 84.4% more wake-ups for BoX-
MAC-2 nodes. The duty cycle of AEDP is higher than BoX-
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Figure 18. The distribution of the RSSI of routing links

MAC-2, but the number of wake-ups keeps low. Since the
hop count of AEDP is larger than BoX-MAC-2, there are
more packet relayed in AEDP. When the periodical wake-up
interval is 2s, the relaying packets will consume more energy
than wake-ups. The results infer that although AEDP could
avoid the false wake-up by setting a high CCA threshold, it
also increases the hop count of routing path and degrades the
energy efficiency. In summary, ZiSense mitigates the energy
inefficiency incurred by the interference. It also keeps the
routing efficiency as much as possible.

Fig. 17 (a) presents the box-plot of duty cycles of different
methods. AMAC has a high median duty cycle and a larger
variation on the duty cycle, since the nodes affected by heavy
interference have larger RTX which increases the duty cycle
significantly.Fig. 17 (b) and (c) present the box-plots of the
average path hop count and end-to-end ETX of all nodes.
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Most of the nodes in ADEP have larger hop count than the
other mechanisms. But the difference between ETX and hop
count is small in AEDP, indicating the number of retrans-
missions is small. The reason is that using a higher CCA
threshold in AEDP will filter some links with a low RSSI, as
shown by the routing link RSSI distribution shown in Fig. 18.
Fig. 18 shows the box-plots of the RSSI of the routing links
in different protocols. The RSSI median of the routing links
is around -67dBm in A-MAC, BoX-MAC-2 and ZiSense. S-
ince AEDP increases the CCA threshold, the RSSI median
of the routing links in AEDP is -61dBm, higher than that of
others. As a result, AEDP selects shorter but more reliable
links for routing, leading to a larger hop count and less re-
transmissions, as shown in Table 7.

10 Conclusion
We study the performance of different rendezvous mech-

anisms for low duty-cycled wireless sensor networks and in-
vestigate the fundamental problems in those protocols. We
observe that both the signal strength based detection in LPL
and packet probing based coordination in LPP are suscepti-
ble to interference. Under interference, the existing mecha-
nisms are likely to waste energy, as a result of false wake-
ups or idle listening. In this paper, we propose ZiSense, a
new rendezvous mechanism in duty-cycled wireless sensor
networks. Instead of relying on signal strength and probe
packets, ZiSense leverages the featured patterns of ZigBee
signals that are more resilient to interference. By avoiding
unnecessary wake-ups, nodes in ZiSense reduce the energy
consumption in noisy environment. We theoretically validate
the performance gain of ZiSense, implement it in TinyOS,
and evaluate its performance on TelosB motes with extensive
experiments. The results show that, compared with existing
rendezvous mechanisms, ZiSense significantly enhances the
energy efficiency of sensor nodes.
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