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Disco: Improving Packet Delivery via Deliberate
Synchronized Constructive Interference
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Abstract—Constructive interference (Cl) enables concurrent transmissions to interfere non-destructively, so as to enhance network
concurrency. In this paper, we propose deliberate synchronized constructive interference (Disco), which ensures concurrent
transmissions of an identical packet to synchronize more precisely than traditional Cl. Disco envisions concurrent transmissions to
positively interfere at the receiver, and potentially allows orders of magnitude reductions in energy consumption and improvements in
link quality. We also theoretically introduce a sufficient condition to construct Disco with IEEE 802.15.4 radio for the first time.
Moreover, we propose Triggercast, a distributed middleware service, and show it is feasible to generate Disco on real sensor network
platforms like TMote Sky. To synchronize transmissions of multiple senders at the chip level, Triggercast effectively compensates
propagation and radio processing delays, and has 95th percentile synchronization errors of at most 250 ns. Triggercast also
intelligently decides which co-senders to participate in simultaneous transmissions, and aligns their transmission time to maximize the
overall link Packet Reception Ratio (PRR), under the condition of maximal system robustness. Extensive experiments in real testbeds
demonstrate that Triggercast significantly improves PRR from 5 to 70 percent with seven concurrent senders. We also demonstrate
that Triggercast provides 1.3x PRR performance gains in average, when it is integrated with existing data forwarding protocols.

Index Terms—Constructive interference, concurrent transmissions, data forwarding, wireless sensor networks

1 INTRODUCTION

N wireless sensor networks (WSNs), it is widely

believed that simultaneous transmissions will result in
packet collisions. Recently works, e.g., Backcast [1] and
Glossy [2], show that it is feasible for a common receiver
to decode concurrent transmissions of an identical packet
with high probability, if multiple transmissions are accu-
rately synchronized. Their works enable simultaneous
transmissions to interfere non-destructively, namely to
generate constructive interference (CI), so as to enhance
network concurrency. By leveraging CI, Glossy achieves
near-optimal network flooding latency. Although CI
requires different transmitters send the same packet with
the same content, it can greatly increase network concur-
rency. Without CI, even when two nodes intend to send
an identical packet to a common receiver, they need coor-
dination to determine which node transfers the packet
first. The coordination overhead is non-negligible, espe-
cially when the number of potential transmitters is large.
That's why Glossy take a much shorter time and lower
overhead to realize network flooding than existing
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solutions (e.g., Flash [3]). Thus one question naturally
arises: is traditional CI interfere constructively in the
aspect of received signal strength indication (RSSI) and
packet reception ratio (PRR)? Unfortunately, our extensive
experiments disclose that traditional CI provides no guar-
antee of power gains and PRR improvements, compared
with the single best link (Fig. 1a).

Deliberate synchronized constructive interference
(Disco) advances the technique of constructive interfer-
ence in WSNs. Disco is especially attractive for WSNSs,
because it potentially improves energy efficiency, and
thus mitigates the issue caused by energy constraints. A
set of N nodes can achieve an N’-fold increase in the
received power of baseband signals, compared to a single
node transmitting individually. It indicates that, to
achieve the same SNR, each node can reduce signal
power with a factor of 55, and the total power consumed
by N nodes can be 3; of the transmitting power required
by a single sender. Moreover, simultaneously forwarding
a packet can harness signal superposition gain, such that
RSSI and PRR will be improved (Fig. 1b).

However, implementing Disco in WSNs is challenging
due to the following reasons. First, simultaneous transmis-
sions must be synchronized at the chip level, namely 0.5 us
for IEEE 802.15.4 radio. To generate CI, Glossy’s synchroni-
zation is sufficient, since it compensates most factors, such
as clock drifts, software routine uncertainties of OS as well
as asynchronous clocks (e.g., transmitter's radio and
receiver’s radio, MCU and radio module). However, it is
insufficient to construct Disco. Experiments reveal that
propagation delays and radio processing delays signifi-
cantly influence Disco generation. To make it even worse,
estimating radio processing delays is a challenging task, as
it varies from packet to packet, depends on the SNR, and is
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(b) Disco

(a) Constructive
interference

Fig. 1. Compared with Cl, Disco improves RSSI and PRR. The symbols
(a, b) are used to describe a link, while a and b represent the RSSI and
PRR, respectively.

affected by multi-path characteristics of the channel.
Besides, in the absence of a central controller or a shared
clock (e.g., GPS), they can only rely on their own radio sig-
nals as references.

Second, even if simultaneous transmissions are perfectly
synchronized, i.e., no phase offset, they might not guarantee
Disco. This is because of noises. Although signals are
exactly aligned, noises superpose as well. Whether the SNR
of the combined signal increases depends on SNRs and
transmission (Tx) powers of individual signals.

Third, sensor nodes are usually battery-powered and
have limited computational resources. It is difficult or even
impossible to deploy complex signal processing algorithms
in commercial off the shelf (COTS) sensor platforms.

We propose Triggercast, a practical distributed middle-
ware to generate Disco in WSNs. Triggercast enables a co-
sender (sender-initiated Triggercast, Fig. 2a) or a receiver
(receiver-initiated Triggercast, Fig. 2b) to trigger a radio sig-
nal, which acts as a common reference for all concurrent
senders to implement synchronized transmissions. Such
advantages of Triggercast can be exploited in general data
gathering scenarios of WSNs to improve network perfor-
mance. Triggercast can control the network topology with-
out increasing Tx power or adding new nodes, which
potentially reduces latency of data forwarding. In Fig. 3a,
with Disco, the “DST” node might overhear the packet from
the “SRC” node in two hops. Triggercast can also reduce
packet retransmissions by improving PRR. For example, in
Fig. 3b, the ETX (Expected Transmission Count) of tradi-
tional routing is ETX; =1/0.2+ 1 =6, while the ETX of
Triggercast might be 1/0.32 4+ 1 ~ 4 (the number 0.32 comes
from real measurements).

There are two key modules in Triggercast, namely the
chip level synchronization (CLS) algorithm and the link
selection and alignment (LSA) algorithm. CLS enables
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Fig. 3. (a) Disco generates a new link from three disconnected links and
thus reduce data forwarding latency. (b) Disco makes use of signal
superposition to improve PRR and hence reduce retransmission times.

concurrent transmissions to be synchronized in 0.5 us,
by compensating propagation and radio processing
delays. Our experiments demonstrate that CLS has 95th
percentile synchronization errors of at most 250 ns. In
our practice, the accuracy is bounded by the running fre-
quency (4,194,304 Hz) of on-board MCU of TMote Sky
sensor node. Triggercast’'s LSA algorithm intelligently
decides which co-senders to participate in simultaneous
transmissions, and aligns their transmission time to max-
imize the overall link PRR under the condition of maxi-
mal system robustness. The CLS and LSA algorithms
together ensure Triggercast to generate Disco in practice.
Extensive experiments show that Triggercast can
improve PRR from 5 to 70 percent with seven senders,
and from 50 to 98.3 percent with six senders. Experi-
ments also demonstrate that Triggercast brings 1.3x PRR
performance gain in average with respect to data for-
warding in realistic deployments.

The contributions of this paper are summarized as
follows:

i)  Weare the first to provide a theoretical sufficient condi-
tion (SC) for generating Disco in WSNs.

ii) We propose Triggercast, a practical middleware to
ensure concurrent transmissions to interfere con-
structively. The CLS algorithm implemented in Trig-
gercast effectively evaluates and compensates
propagation and radio processing delays.

iii) We implement Triggercast in real testbeds. Extensive
experiments show that Triggercast can construct
Disco in TMote Sky platforms. We integrate Trigger-
cast into data forwarding protocols and show its per-
formance gains.

2 RELATED WORK

Exploiting concurrent transmissions while suppressing
interference is a promising direction, for its ability to decode
packets from collisions, increase network throughput [4],
[5], [6], alleviate the broadcast storm problem of ackowledg-
ments [1] and enhance packet transmission reliability. The
existing works can be categorized as signal processing
based and physical-layer phenomenon based.

Works based on signal processing include ANC [7] for
network coding, SIC [8] and Zigzag [9] for interference can-
celation, 802.11n+ [10] for interference alignment in MIMO,
AutoMAC [11] for rateless coding, full-duplex wireless
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Fig. 4. Concurrent transmission techniques supported by COTS IEEE
802.15.4 transceivers.

radios [12], and ZIMO for coexistence of ZigBee and WiFi
networks [13]. Those works leverage powerful software-
defined radio platforms (e.g., USRP), and cannot be directly
applied in WSNs.

Physical-layer phenomenon based works mainly focus on
exploring wireless radio properties of COTS transceivers.
Such physical-layer phenomena mainly include capture effect
[14] and message-in-message (MIM) [15] (in Fig. 4). Capture
effect requires that the signal of interest is sufficiently stron-
ger than the sum of interference. MIM needs special hard-
ware support to continuously synchronize with the preamble
of the stronger signal. Both of them can only decode the
stronger signal at the cost of dropping the other signals.

Recently, Backcast [1] experimentally discovers that, con-
current transmissions of short acknowledgment packets
automatically generated by the radio hardware can interfere
non-destructively. This characteristic can be utilized to alle-
viate the ACK implosion problem [16]. Glossy [2] advances
that work of CI by implementing designs such as interrupt
compensation and precise timing controls. Though multiple
senders transmitting the same packet many times means
consuming more power and needs cooperation, CI is rea-
sonable because it greatly reduces the time incurred by colli-
sion scheduling, and thus improves network throughput.
By leveraging CI, Glossy achieves a magnitude of millisec-
ond flooding latency in a network of 94 TelosB motes. The
flooding latency of Glossy is almost 1 percent of that with
traditional network flooding protocols such as Flash [3].
Splash [17] exploits CI and channel diversity to effectively
create fast and parallel pipelines over multiple paths for
data dissemination. However, all those works cannot ensure
wireless transmissions interfere constructively.

Triggercast’s radio-triggered synchronization mecha-
nism is comparable with those in SourceSync [18] and
Glossy [2]. SourceSync exploits the fundamental property of
FFTs to evaluate the radio processing delay, which varies
dynamically in multi-path channels. Unfortunately, single-
carrier communication (e.g., IEEE 802.15.4) systems cannot
benefit from the method introduced by SourceSync. Glossy
is able to synchronize multi-hop packet transmissions at the
magnitude of sub-microseconds, which is previously con-
sidered too challenging to implement on COTS sensor plat-
forms. However, for signals to superpose constructively, we
need more precise synchronization algorithms to compen-
sate propagation delays and radio processing delays. Trig-
gercast aims to address the above-mentioned problems.

TABLE 1
Symbols and Notations
Symbol Definition

SNR signal noise ratio of the received signals due to CI
PRR packet reception ratio of the received signals due to CI
RSSI received signal strength indication due to CI
ETX expected transmission count of data forwarding

I chip time of IEEE 802.15.4 signal

T transmission power of a packet

T phase offset of the ith arriving signal

3 PACKET TRANSMISSIONS OVER INTERFERENCES

3.1 Background
For ease of presentation, Table 1 lists the main symbols and
notations used in this paper.

Concurrent transmissions. In Fig. 4, CI originates from the
scenario that multiple spatially distributed transmitters send
an identical packet to a common receiver simultaneously.
Traditionally, one may believe that concurrent packet trans-
missions will collide and prevent the common receiver from
successfully decoding the packet, if the receiving power of
the common receiver for each transmission is the same (in
this case, no capture effect happens). However, by employ-
ing CI, the receiver can decode the packet with high probabil-
ity if the maximal temporal displacement of concurrent
transmissions is within a chip time 7}, namely, 0.5 us for the
IEEE 802.15.4 radio. Indeed, Cl is a kind of cooperative net-
works. CI requires the same packet and more accurate syn-
chronization. CI differs from MIMO for CI doesn’t require
signal processing technique to decode collided signals and
leverages the physical layer tolerance for multi-path signals.
Therefore, Cl is light-weighted and is especially attractive in
many application scenarios of WSNs, such as network flood-
ing, data dissemination, time synchronization, etc.

3.2 Does Cl Really Interfere Constructively?

The interference due to concurrent packet transmissions is
non-destructive if it doesn’t destroy the normal packet recep-
tion. Note that CI requires different nodes transmit the
same packet and thus may consume more power, more
channel resources and require collaboration. One question
naturally arises: is the aggregated effect of multiple concur-
rent transmissions better than arbitrary single packet
transmission?

To test whether CI interfere constructively, we use three
TMote Sky sensor nodes, each of which has CC2420 trans-
ceiver and MSP430F1611 micro-controller. One node is
selected as the initiator (1), while the other two are selected
as receivers (R1 and R2). We leverage Glossy source code,
an open-source project running on Contiki OS, to generate
CI and add a function for runtime parameter adaption. We
do experiments in both outdoor environments and indoor
environments. In each experiment, we fix the positions of /
and R1, making them 1 meter away from each other. We
move the position of R2, altering its distance to I from
1 meter to 100 meters (outdoor) or from 1 meter to 55 meters
(indoor). We keep each individual link a perfect link (e.g.,
PRRs are larger than 99 percent), and measure the received
PRR and RSSI of I when two receivers transmit packets
simultaneously. The experimental results are illustrated in
Figs. 5 and 6.
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Fig. 5. No obvious power gain if RSSI differences of R1 and R2 exceed
3dB.

To verify whether CI can bring power gain, we fix the
positions of R1 and R2 at 1 meter distance away from /. We
measure the received RSSI gain of concurrent transmissions
compared with the single better link transmitting individu-
ally, drawn as Y-axis in Fig. 5. The X-axis denotes the
received RSSI difference when two receivers transmit inde-
pendently. It can be observed from Fig. 5 that, the best case
of power gain due to two concurrent transmissions can be
as high as 6 dB. However, if the received RSSI difference is
larger than 3 dB, there is no noticeable power gain. It is pos-
sible that the capture effect dominates the packet reception. The
results indicate that adding more senders can not help to
increase the received RSSI under the condition of capture
effect.

We also find that more senders may not lead to PRR
improvement. Besides, more senders might degrade PRR
significantly with CI. We change the distance between R2
and I, and record the PRR when R1 and R2 transmit simul-
taneously, as shown in Fig. 6. To mitigate the effect of cap-
ture effect, we make sure the RSSI values of successful
packet receptions of each individual receiver are almost the
same. Indeed, due to multi-path effect and external interfer-
ences, the received RSSI values are not always consistent.
We accurately adjust parameters such as Tx powers,
antenna directions and retransmission times, to make sure
the RSSI values keep consistent in a short time interval. It
can be seen from Fig. 6, when the distance between R2 and
I increases, the PRR performance of node I drops appar-
ently. The experiments indicate that propagation delays are
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Fig. 6. PRR drops quickly as differences of propagation delay increase.

SNR, _ﬂ

- I
Q<

SNR,=—2—
N

P = (10 +1)’

N,=4+4

2

Fig. 7. Two signals superpose destructively even if perfectly aligned.

also a key factor related to PRR, even if the differences of
transmission distances are only about 40 meters. In order to
ensure that concurrent transmissions interfere construc-
tively, we must compensate propagation delays of spatially
distributed transmitters.

4 A SUFFICIENT CONDITION FOR GENERATING
Disco

Could we ensure to construct Disco, if we compensate
different delay uncertainties and perfectly align concur-
rent transmissions? To answer this question, we first take
a simple case in Fig. 7, and then provide theoretical anal-
ysis to yield a sufficient condition for generating Disco in
WSNSs.

We assume sender S1 and S2’s signals arriving at the
antenna of the destination node have unified signal power
10 and 1, as well as noise power 4 and 4 respectively. Even
if the signals of S1 and S2 exactly align at the common
receiver, the effective power of the superposed signal is
(v/10 4 1)*~ 17.3, while the noise power equals 8. The SNR
(2.17) of superposed signal degrades slightly compared
with the single best signal (2.5). This simple case indicates
that only chip level synchronization is insufficient for Disco
to function. Exactly synchronized signals with different link
qualities might also superpose destructively. In the follow-
ing discussions, we will focus on baseband signals, and
examine the role of link quality (e.g., PRR, SNR) through
waveform analysis.

The basic principle of 802.15.4 PHY layer is elaborated in
[19]. Let S5 (t) be the transmitted signal after MSK modu-
lation, I(t) and Q(t) denote the in-phase component and
quadrature-phase component respectively. Let w, = /2T,
represent the angular frequency of half-sine pulse shaping.
The combined MSK signal can be calculated as

Sisk(t) = 1(t) sinw.t — Q(t)cos w.t, (1)

Where { l(t) = Zn (202n - 1)I'€Ct (% — nT‘()

Q) =3, (20051 — rect(s—nT, — %) 2

Here, C,, € {0, 1} represents the nth chip, and rect() func-
tion is a rectangle window, defined as
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1 0<t<T,
0 otherwise.

rect(t) = { (3)

After Rayleigh multi-path channel, the received signal
Sg(t) is convolution of the original signal and the channel
H(t)

Sr(t) = Smsr(t) x H(t) + N(t), (4)

where N(t) represents the channel noise. We suppose
,N} simulta-
neously sending an identical packet to a common receiver

there are N transmitters {7;,i=1,2,...

R. All the transmissions have already been synchronized
at chip level relative to the strongest signal. In our experi-
ments with the CC2420 chip, we find the receivers always
synchronize with the strongest signal. The output signal
from each transmitter 7; arriving at the antenna of the
receiver R is denoted as Si(t). Let A; be SNR of the output
signal S%(t), P, denote average power of signal S;(t) and
N, represent power of noise N;(¢). Obviously, we have
\; = &= The SNR ); is mainly determined by the radio
propaéation environments (e.g., multi-path channels,
interference) and Tx powers of the senders. The received
superposed signal Sk(t) is the sum of the N output signals
Si(t). Hence we can approach

N

Salt) =3 (

i=1

AiSH(t— ) + Ni(1), |n| < T, (5)

where A; and t; respectively depict the unified amplitude
and phase offset of the ith arriving signal relative to the
instant when the strongest signal reaching the receiver. Let
Sk(t) be the strongest signal. Correspondingly, we have
A =1, 1=0, P.=PA> According to [20], it can be
derived that the effective power P of superposed signals
after demodulation is

N 2
P=P <Z A;cos wuti) , (6)

=1
while the aggregated power of noise Si(t) is

N
Z (7)

V“‘U

As a result, the SNR of the received superposed signal is

P ( le A;cos wcri)Z
SN B/

Py AP (cos 0Ty
P AN '

2l

(8)

The inequality (8) can be derived by Cauchy-Schwarz
inequality and equality holds if the condition satisfies

A A

COS W, T;

(Y1, ). 9)

COS W, Tj

To guarantee the received SNR of the superposed signal
is better than the SNR of any single signal in the worst case,
namely to ensure simultaneous transmissions to interfere
positively, it is required that the maximum value of the
received SNR is no less than ..

N

P 2
(:> > )\HliIl Z (COS wcri) 2 )\Inax-
N max

i=1

(10)

The existing proposal, Glossy [2], performs experiments
to validate that multiple IEEE 802.15.4 signals can interfere
non-destructively if the maximum temporal displacement is
less than T; = 0.5 us. Since Disco requires more strict condi-
tions than CI, consequently, we derive a theoretical sufficient
condition for concurrent transmissions with IEEE 802.15.4
radio to interfere constructively.

i) Concurrent transmissions with an identical packet
should be synchronized at chip level, namely less
than 7, = 0.5 us;

ii)  The phase offset of the ith arriving signal should sat-
isfy: |1;| < cos™ 7/, (SC-D;

iii) The ratio of the mlmmum SNR M\, and the maxi-
mum SNR \ax of current transmissions should sat-

isfy: fmin > 1 (SC-II).
VX Amax Z,\ f (cos a)pry)

5 TRIGGERCAST IMPLEMENTATION

5.1 Triggercast Overview

In this section, we introduce the implementation of Trig-
gercast to generate Disco in WSNs. As illustrated in
Fig. 2, Triggercast leverages the instant of a triggered sig-
nal as a common reference for all concurrent senders to
implement synchronized packet transmissions. In the
MAC layer design, the trigger node utilizes a standard
CSMA/CA protocol to acquire the access to the the
medium. Once the trigger node senses the channel is free,
it first broadcasts a synchronization packet, and tells all
the co-senders about the destination and when to start
forwarding the data. After a promissory duration of time
(e.g., tens of ms), all the co-senders begin to transmit
simultaneously.

In the PHY layer design, we propose the chip level syn-
chronization and link selection and alignment algorithms in
Triggercast to ensure concurrently transmitted packets
interfere constructively. For receiver-initiated Triggercast,
the receiver first performs LSA to select which links will
participate in concurrent transmissions. For sender-initiated
Triggercast, each co-sender individually runs the LSA, to
determine whether it joins in the concurrent transmission
process. Then the selected senders will use CLS to evaluate
propagation and radio processing delays. Finally, they
insert a number of no operations (NOPs) (Eq. (15)) to compen-
sate the evaluated delays and phase offsets obtained in LSA.
Triggercast can leverage normal packet transmissions to
obtain parameters for CLS and LSA, which can significantly
mitigate the overhead.

It should be noticed that, we assume no node mobility
and duty-cycle for Triggercast. We mainly focus on
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Fig. 8. The timing diagram of SFD signal for TMote Sky node with Trig-
gercast (without Preamble).

improving the synchronization of concurrent transmis-
sions and the benefits of Disco. Therefore, we assume all
the nodes are always-on transceivers. As for the duty
cycle, asynchronous nodes might not receive the triggered
packet. Therefore, we can increase the header of triggered
packet to guarantee all the neighbors can receive the trig-
gered packet and generate Disco.

5.2 Chip Level Synchronization
5.2.1 Timing Diagram Analysis

Fig. 8 illustrate the detailed SFD pin activities during a
packet transmission and reception. From Fig. 8, it can be
noticed that the synchronization accuracy involves multiple
factors, such as the propagation delay, the radio processing
delay introduced by the radio at the beginning of a packet
reception, the hardware turn around delay from the recep-
tion state to the transmission state, and the software delay.
Note that the data transmission delay is a fixed value, deter-
mined by packet length.

(a) Radio processing delay describes the time between
the arrival of the packet at the antenna and the instant
when the radio circuits successfully decode the first sam-
ple. Estimating radio processing delay is a challenging
task, as it varies from packet to packet, depends on the
SNR, as well as the multi-path characteristics of the chan-
nel. Moreover, the asynchronous radio clocks between
the transmitter and the receiver also cause a uniform dis-
tributed quantization error.

(b) Propagation delay is the signal’s flight time between
transmitter and receiver. The propagation delay is deter-
mined by the distance of a transmitter-receiver pair.

(c) Software delay is defined as the duration from the fall-
ing edge of the SFD interrupt to the end of a successful
packet reception. The software delay uncertainty mainly
depends on variable interrupt serving delays, and the
unsynchronized clocks between the MCU and the radio
module. The interrupt serving delays can be accurately
evaluated and compensated with the method explained by
Glossy [2]. The new generation chip CC2530 integrates
MCU and radio module in one chip with synchronized
clock frequency, indicating the software delay uncertainty
can be perfectly eliminated.

(d) Hardware turnaround delay is the time required for a
node to switch from packet reception phase to transmission
phase. The hardware turnaround delay is constant, and
determined by the speed of the radio front end.

5.2.2 Delay Measurement and Compensation

From Fig. 6, we conclude that propagation delays of spa-
tially distributed transmitters must be compensated,
in order to make concurrent transmissions positively
superpose. The Tmote Sky node has an internal Digitally
Controlled Oscillator (DCO) operating at frequency
fp = 4,194,304 Hz, which means the evaluated propagation
delays can only have an accuracy of 0.238 us (about
71.5 meters). To make it even worse, the frequency of the
DCO can deviate up to +£20% from the nominal value,
with the temperature and voltage drifts of —0.38%°C and
5%/V. Moreover, the pair-wise packet transmissions
method can only measure the sum of the propagation
delay and the radio processing delay. It is challenging to
subtract the radio processing delay in realistic environ-
ment, as it varies from one packet to another, and is influ-
enced by communication link quality. Fortunately, we
manifest that the compensation of the sum of the propaga-
tion delay and the radio processing delay is sufficient for
chip level synchronization. This task is still difficult due to
many uncertain factors with regard to time, such as the
quantization uncertainty, the software delay uncertainty
due to asynchronous radio clocks, and clock drifts due to
packet transmissions.

Methodology. According to the law of large numbers, the
average of the results obtained from a large number of trails
should be close to the expected value. Inspired by this, we
select a transmitter-receiver pair which is 40 meters apart in
an indoor environment, and let the transmitter periodically
send a packet every 500 ms. Once the receiver successfully
decodes a packet, it piggybacks a reply packet as soon as
possible to the transmitter. As shown in Fig. 8, the time
stamps Ts; and T, represent the phases, when the sender’s
radio starts transmitting a packet and ends a packet trans-
mission, while the time-stamp 7’53 denotes the phase when
the radio begins a packet reception. The time-stamps T,
Try and Trs characterize the phases when the receiver’s
radio starts a packet reception, ends a packet reception, and
begins a packet transmission, respectively. The TMote Sky
node can accurately capture the exact instants when MCU
detects the rising edge and the falling edge of SFD inter-
rupts, with MCU’s timer capture functionality. The nth
packet sent by the receiver includes time-stamps Tx;(n),
Tpo(n) and Trs(n — 1), which can be used by the transmitter,
to evaluate the expected value of radio processing delay and
propagation delay

~ (Ts3—Ts1) — (Trs — Ty
A:( 53— Ta1) 2( R3 Rl)7 (11)

where the symbol X defines the mean value of A.
Experimental results of delay measurement using
Eq. (11) are displayed in Fig. 9 as the ‘raw’ curve. Unfor-
tunately, the result is pessimistic. The measured delay
ranges from 0.596 to 5.01 us, with average value 2.32 us
and variance 0.628 us. The instability of measured delay
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Fig. 9. Measured and calibrated delays of propagation and radio
processing.

indicates that it is difficult to synchronize different trans-
mitters at a magnitude of 0.5 us, if we directly use the
measured data for compensation. Fortunately, we find
that the data transmission delay is the same for all nodes.
And thus we have

TSQ(TL) - T51 (n) = TRQ (n) - TRl (n) (12)

The data transmission delays of the transmitter and the
receiver are drawn in Fig. 10.

We further find that the measured data transmission
delays are not stable for the transmitter-receiver pairs. The
instability is due to different factors, such as the jitters, clock
drifts as well as hardware diversities of the nodes” DCOs.
The drifts can be as high as 5,000 ppm according our mea-
surement. We define x(n) = (Tsa(n) — Ts1(n))/(Tre(n)—
Tri(n)) as the unified clock drift coefficient relative to the
receiver. Consequently, we can calibrate Eq. (11) as

~ n
Acal = D) .

mean (—TS“(Q(?'M) — (ng — f;;)

(13)

We obtain the expected radio processing and propaga-
tion delay represented by DCO Ticks after the calibration
of Eq. (13). To translate them to time, we also utilize the
Virtual High-resolution Time (VHT) [21], which calibrates
the receiver’'s DCO with more stable external 32,768 Hz
crystal as a reference. The measured propagation and
radio precessing delay after clock drift calibration is
shown as the ’drift calibration’ curve in Fig. 9. The

Time interval (p s)

(] 50 100 150 200
Packet sequence number

Fig. 10. Measured delays of data transmission for the transmitter and the
receiver using DCO ticks.
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Fig. 11. Convergence time analysis of CLS. About 22 runs are enough
for delay evaluation.

calibrated delay ranges from 3.66 to 4.12 us, with average
value 3.90 us and variance 0.012 us.

Convergence time. To measure CLS’s convergence perfor-
mance, we do experiments with two transmitter-receiver
pairs. Pair 1 and pair 2 are 40 meters and 20 meters away
respectively. We average the calibrated delay with Eq.
(13), and test how well CLS works in terms of convergence
time. Experimental results are shown in Fig. 11. The
medium convergence time are 22 runs. Since each run can
be done in at least 892 us, the delay evaluation algorithm
consumes about 20 ms and can be accomplished adap-
tively as the channel state dramatically changes. We dis-
close that, in our measurements, the delays don’t change
so much as thought before. The measurement delay are
almost constant, unless the nodes move or the channel sig-
nificantly changes.

5.3 Link Selection and Alignment

Note that SNR can be derived from PRR through theoretical
models [20] or online measurements [22]. The relationships
between SNR and PRR can be mapped as look-up tables
and stored in the external flashes of sensor nodes for Trig-
gercast to use. Even if all the concurrent transmissions are
synchronized at the chip level with CLS, we have to choose
the best links to satisfy the proposed sufficient condition in
Section 4. The problem to make concurrent transmissions
superpose constructively can be formalized as a Disco-gen-
eration problem.

Disco-generation problem. Let ® = {L,,Lo,...,Ly,L; =
(B, \;)} define a lossy link set, where P, and \; denote the
received signal’s RSSI and SNR of transmitter 7; respec-
tively. The problem is to find a lossy link subset (), in order
to maximize the superposed signal’s SNR on condition that
the combined link is better than any lossy link in ® and the
phase offset 7; is as large as possible.

We define a link pair (L;, L;) is ordered if P, > P; indicates
Ai > A, 1 <4,j < N. According to the sufficient condition
for CI, it can be proved that this problem is NP-hard if there
exists any disordered link pair in ®. For IEEE 802.15.4 sig-
nals, RSSI functions monotonically with PRR and thus with
SNR and it is reasonable to assume all the link pairs in ®
are ordered.

The pseudocode of LSA is described in Algorithm 1. The
for-loop can safely break if \; doesn’t satisfy SC-II of the suf-
ficient condition. For all A\; < \;, we have 7; > 7; and thus
we can prove that they all don’t satisfy SC-1I:
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Fig. 12. We probe pin activities from CC2420 with very thin enameled
wire.
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Algorithm 1: Link Selection and Alignment

Input: Given an ordered lossy link set ® < P;,A; >,
where P; and A; represent the received RSSI and
SNR.
Output: A lossy link subset Q < Pj,A;,T; > to maximize
the superposed signal’s SNR, where 7; is the
maximal allowed phase offset.

1 Sort ®, store the result as @' and get the best link
<PA>in @

2 Insert link < P,A > and ”0” (phase offset) in empty set Q

3fori=2:Ndo

4 get the best link < P;,A; > in sorted set &', store as
link < P, >;

5 calculate maximal allowed phase offset t; of link
< P;,N; > using link < P,A >;

6 use set Q, link < P;,A, >, phase offset T; to verify

SC-II;
7 if SNR of link < P;,\; > satisfies SC-II then
8 insert link < P,A >, phase offset T; to set Q;
9 else
10 break;
1 end
12 end
13 end

Time complexity. Clearly, the for-loop has O(n) time com-
plexity. Therefore, the time complexity of LSA algorithm is
dominated by the sort function. Thus the time complexity of
LSA algorithm is O(nlog n).

Total compensation time. In Fig. 15, LSA selects the 10 best
links in the overall link set, and aligns the orders and time
intervals of concurrent transmissions using those links. We
let 7; as large as possible to obtain the system’s maximal
robustness for synchronization errors. Therefore, from
(SC-I) in Section 4, we can derive |t;| = cos™! %‘ Jw.. Conse-
quently, we select the value of ;, to minimize the total num-
ber N.,,, of NOPs for the co-sender T;

Ncom - [(T - Kcal + ri)pr

where [o] is the round function, and 7' is a predefined maxi-
mum delay calibration time.

(15)

Fig. 13. Controlled experiment with equal-power, equal-path delay.

Fig. 14. Realistic experiment with equal-power, different-path delay.
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AT
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Fig. 15. The illustration of ten links selected and aligned by LSA with max
system robustness.

6 PERFORMANCE

We have implemented a prototype Triggercast on TMote
sky sensor nodes. The software is based on Contiki OS.
During the overall Triggercast’s duration, except for the
promissory interval, all the relevant interrupts and hard-
ware timers that are not essential to Triggercast’s func-
tioning are disabled. Since this interval is very short
(several milliseconds), it is feasible that Triggercast
doesn’t influence the upper layer’s functionality. A run-
time parameter adjustment software is developed, to
make sure we can online change the system running
parameters. We test the performance of Triggercast
through both controlled experiments (Fig. 13) and practi-
cal experiments (Fig. 14).

6.1 Synchronization Accuracy

We first test the synchronization performance of multiple
concurrent transmitters. We use three TMote sky nodes,
one as a receiver and two as transmitters. We set the
promissory interval parameter at 0 in receiver-initiated
Triggercast. We connect the SFD pins of the receiver (R)
and one of the transmitters (S1) to an Agilent MSO-X
serial oscilloscope (Fig. 12). The other transmitter (S2) is
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Fig. 16. Synchronization error of Triggercast less than 250 ns has more
than 95 percent confidence.

30 meters away from the receiver in an indoor environ-
ment. However, it is difficult to measure the synchroniza-
tion of S1 and S2 directly with the oscilloscope. Hence,
we use R as a reference node. The synchronization
between S1 and R can be monitored by the oscilloscope
with a granularity of 5 ns. The durations between T%; and
Trs (Fig. 8) of the receiver are accurately measured when
S1 and S2 transmit independently. The differences of the
durations can be used for synchronization accuracy mea-
surement, since both S1 and S2 rely on the instant 7%, as
a reference. The CDF of synchronization errors compared
with the Glossy synchronization algorithm are illustrated
in Fig. 16. Triggercast’'s CLS algorithm can synchronize
multiple transmitters at a magnitude of 250 ns. The accu-
racy is limited by the operating frequency of the MCU of
TMote Sky sensor nodes. The Glossy synchronization
algorithm degrades as the distance differences between
two transmitter-receiver pairs increase. CLS outperforms
Glossy because CLS compensates the time due to propa-
gation and radio processing delays.

6.2 Power Gains and PRR Improvements

The main purpose of this paper is to make wireless colli-
sions interfere constructively. In words, multiple senders
transmit an identical packet simultaneously can improve
RSSI and PRR. We carry out experiments by implementing
Triggercast in both controlled (Fig. 13) and realistic experi-
ments (Fig. 14).

The carefully-controlled experiments aim to test CI
performance without the influences of wireless channels.
In Fig. 13, 7 2-way RF splitters are connected to function
as a eight-way RF splitter. The sink node transmits a sig-
nal, which is used to trigger concurrent transmissions of
eight receivers. Signals of concurrent transmissions from
eight receivers have equal power and are combined in the
eight-way RF splitter. We measure the received RSSI of
the sink node versus the number of concurrent transmis-
sions. The max, mean and min RSSI curves are illustrated
in Fig. 17. It can be observed that the mean received RSSI
increases almost monotonically with the number of simul-
taneous transmissions. It is not surprising because for
every doubling of nodes, an additional 3 dB of power is
injected into the channel. The power gain due to seven
concurrent transmissions can be about 5 dB. It is slightly
more surprising that RSSI decreases when two concurrent
transmissions interfere. The possible reason behind that is

RSSI [dB]
&
n

4
# of nodes

Fig. 17. RSSI performance in controlled experiments.

both positive (increasing RSSI) and negative (decreasing
RSSI) effects of concurrent transmissions are at play. Our
obtained results are very similar with the experiments of
Backcast [1].

In practical experiments, up to eight senders with all
three different kinds of links (disconnected (PRR < 5%),
intermediate (5% < PRR < 90%), connected (PRR > 90%)),
are executed to transmit packets at the same time. Due to
the limit of physical space, we randomly insert NOPs to
simulate different propagation and radio processing delays.
We adjust the received RSSIs of each sender’s individual
packet transmission to almost the same, to eliminate the
influence of capture effect. All the results are averages of
more than 1,000 tests. Fig. 18 lists the power gains due to
multiple senders of different link types (disconnected link:
1-5 dB, intermediate link: 2-6 dB, connected link: 2-6 dB).
The maximum power gain can approach N? for N concur-
rent transmitters. However, the aggregated power does not
monotonically increase when the number of nodes
increases. The power gain due to seven concurrent transmit-
ters is about 5 dB while that of eight concurrent transmitters
reduces. As the number of concurrent transmitters
increases, it is difficult to realize accurate synchronization
due to clock drifts, and multi-path effects.Fig. 19 shows that
PRR can be significantly improved by leveraging CI. For
seven disconnected links, the PRR achieves almost 70 per-
cent, which is better than our previous understandings of
harnessing sender diversity gain (1 — (1 — 0.05)° ~ 30.2%).
For seven disconnected links, to successfully send a packet,
the ETX is 20 while for Disco, the ETX = 1/0.7 x 7 =10. It
should be noticed that Disco needs multiple senders trans-
mit the same packet several times. Therefore, Disco might
transmit more packets than traditional data forwarding

i
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Fig. 18. Triggercast increases RSSI.
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Fig. 19. Triggercast improves PRR.

methods, and thus consume more power. Triggercast
improves the PRR of intermediate links from 50 to almost
100 percent with six concurrent senders. Our experiments
indicate that Triggercast can control network topology (e.g.,
increasing new communication links) without changing the
original network state (adding new nodes, increasing nodes’
power, etc.). This characteristic is attractive to improve rout-
ing performance (explained in Fig. 3). To the best of our
knowledge, we are the first to report multiple concurrent
transmitters can reach such PRR improvements in realistic
WSNSs.

6.3 Data Forwarding with Triggercast

We create a five node topology as in Fig. 3b. We select two
nodes as the source node and the receiver node respectively.
The other three nodes perform forwarding. All five nodes
are placed in random positions in our office. One of the
three relay nodes is deployed near the window, exposure to
sunshine. We also use a hair dryer to heat the node to
increase the DCO jitters and decrease its link quality. We
first measure pairwise loss rates between the nodes to com-
pute the ETX metric for each link. We also evaluate the
propagation and radio processing delays with CLS algo-
rithm. We fix Tx power of source node as 0 dBm, online
adjust Tx power of relay nodes from —25 to 0 dBm, and
record the PRR of the receiver. Experimental results are
elaborated in Fig. 20.

As expected, exploring CLS and LSA together results
1.3x PRR gains on average over traditional single-path
routing. The gain of using CLS alone is not obvious. The
reason is because the dirty link (the heated node/receiver
pair) influences the overall performance. Glossy works
even worse than single-path routing. The reason is CI in

100 =M=Single Path
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80} ® cLs K
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:\3- 60| PI0C S
3 e
= +
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Fig. 20. Triggercast vs. traditional single-path routing.

Glossy is non-destructive, and it doesn’t compensate prop-
agation and radio processing delays, as well as make link
selections.

7 CONCLUSIONS

Concurrency helps to improve network performance. Fol-
lowing that direction, we in this paper propose Triggercast,
the first work to implement Disco rather than CI in WSNSs.
Triggercast compensates propagation and radio processing
delays, and makes link selection as well as transmission
alignment, in order to construct CI. We implement Trigger-
cast in real testbeds, and experimentally demonstrate that
Triggercast produces significant performance gains in data
forwarding protocols. We also provide a theoretical suffi-
cient condition on how to ensure concurrent transmissions
interfere constructively.
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