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Abstract—Packet corruption caused by collision is a critical problem that hurts the performance of wireless networks. Conventional

medium access control (MAC) protocols resort to collision avoidance to maintain acceptable efficiency of channel utilization. According

to our investigation and observation, however, collision avoidance comes at the cost of miscellaneous overhead, which oppositely hurts

channel utilization, not to mention the poor resiliency and performance of those protocols in face of dense networks or intensive traffic.

Discovering the ability to tolerate collisions at the physical layer implementations of wireless networks, we in this paper propose Coco, a

protocol that advocates simultaneous accesses frommultiple senders to a shared channel, i.e., optimistically allowing collisions instead

of simply avoiding them. With a simple but effective design, Coco addresses the key challenges in achieving collision tolerance, such as

precise sender alignment and the control of transmission concurrency. We implement Coco in 802.15.4 networks and evaluate its

performance through extensive experiments with 21 TelosB nodes. The results demonstrate that Coco is light-weight and enhances

channel utilization by at least 20 percent in general cases, compared with state-of-the-arts protocols.

Index Terms—Channel utilization, collision tolerance, capture effect, wireless networks, throughput
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1 INTRODUCTION

WIRELESS networks suffer from collisions. This is essen-
tially due to the broadcast nature of wireless commu-

nications. Simultaneous transmissions in a common channel
are likely to interfere with each other and thus cause corrup-
tion1 of the transmitted packets [1], [2], [3], [4]. Without
appropriate handling of collisions, network performance
like channel utilization is degraded [5]. Hence how to resolve
collisions is a crucial issue in the area of wireless networks.

In order to improve wireless channel utilization, an intui-
tive approach is to avoid collisions. Namely, no more than
one sender should transmit concurrently in any specific
time slot. Based on the philosophy of collision avoidance,
many protocols have been proposed in the past decades.
Their common principle is to scatter the transmissions along
the temporal dimension to limit the chance of collisions. The
ability of collision avoidance, however, usually comes at the
cost of sacrificing the efficiency of channel utilization [6],

[7]. Specifically, TDMA-like protocols incur non-negligible
overhead in coordination and synchronization to make
schedules. For CSMA protocols, senders always conserva-
tively choose the size of backoff window, e.g., using the
Binary Exponential Backoff algorithm, because the potential
contention is fundamentally uncertain and difficult to be
accurately predicted. As a result, a lot of idle slots (i.e., time
without packet transmission) are left unused in the channel.
That problem becomes even more serious in the scenarios
with high node density and intensive traffic load [8].

Based on the above fact, we find there is an inherent con-
flict between collision avoidance and channel utilization.
That motivates us to reconsider the way to handle collisions
from a new respect. For the purpose of better utilization of
the channel, one can choose to tolerate or even allow colli-
sions instead of simply avoiding them. Following that idea,
we make some preliminary attempts on modifying the
medium access control mechanism. Fig. 1 plots the compari-
son between collision avoidance and collision tolerance.
Using collision avoidance, nodes take random backoffs
against collisions such that packets are separated with
numerous idle slots. In comparison, supported by the princi-
ple of collision tolerance, the senders can adopt a relatively
aggressive strategy in packet transmissions. More than one
packet transmissions are allowed to appear in the shared
channel at one time (the reason for aligning packets is
explained in the next section). The surprising result is that
five more packets are successfully transmitted using colli-
sion tolerance. The utilization is enhanced by 71:4 percent.

The feasibility of collision tolerance actually comes
from the physical layer implementations of wireless net-
works, e.g., IEEE 802.15.4 [9] and 802.11 networks [10]. For
example, the DSSS (direct-sequence spread spectrum) mod-
ulation scheme in those implementations increases the

1. We differ collision from corruption in this paper. Collision only
indicates the overlap of signals in time domain while corruption means
failure in decoding any signal involved in the collision.
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resistance to interference by introducing abundant redun-
dancy. Though collision tolerance demonstrates great poten-
tial to improve channel utilization, several critical challenges
by far restrict the application of collision tolerance in prac-
tice. First, collision tolerance poses stringent timing require-
ment on transmissions. Concurrent packet transmissions
must be aligned. Second, the concurrency of transmissions
must be limited. If such issues cannot be well solved, colli-
sions still result in packet corruptions. The details of these
two challenges are presented in the next section.

In order to address the above challenges, in this paper
we propose Coco, a protocol that leverages the ability of
collision tolerance to improve channel utilization. Using
Coco, concurrent senders optimistically contend with each
other to access the shared medium. In Coco, Senders are
triggered by the receiver’s notification in order to achieve
sender packets alignment. A feedback control mechanism is
devised to assign an appropriate transmission probability p
and all senders transmit with the probability p. In this way,
Coco delicately limits the concurrency and achieves near-
optimal channel utilization. The contributions of this paper
are summarized as follows:

� We propose to tolerate collisions instead of avoiding
them. We present the principle behind collision tol-
erance and theoretically analyze the performance
gain brought by collision tolerance, compared with
collision avoidance.

� We investigate the challenges in achieving collision
tolerance and design the Coco protocol to tackle
those challenges in practice. Coco mainly consists
of two parts: the sender alignment mechanism and
the feedback control algorithm to adaptively set the
transmission probability p for colliding senders.

� We implement Coco in 802.15.4 networks and evalu-
ate its performance under a wide variety of network
settings. The results show that Coco is light-weight
and enhances channel utilization by at least
20 percent in general cases, compared with state-of-
the-arts protocols.

The rest of this paper is organized as follows. Section 2
presents in detail the challenges to achieve collision tolerance.
In Section 3, we present the theoretical model of channel utili-
zationwith collision tolerance and analyze the achievable per-
formance gain, compared with collision avoidance. Section 4
introduces the design details of Coco, followed by the perfor-
mance evaluation results in Section 5. We discuss the related
work in Section 6 and conclude this paper in Section 7.

2 CHALLENGES IN COLLISION TOLERANCE

Recent studies on protocol design pay increasing attention
to physical layer (PHY) characteristics, which demonstrate

potential opportunities in improving network perfor-
mance [11]. One of the most promising directions is collision
tolerance. In IEEE 802.15.4 networks using the DSSS modu-
lation scheme, for example, the tolerance to collisions is
manifested as capture effect [2], [12], [13]. Capture effect is a
phenomenon that the receiver can correctly receive a stron-
ger signal in face of other signals’ interference [14]. This
phenomenon enables successful transmission of a packet
along with collisions. Collision tolerance, however, is a non-
trivial task and induces several challenges in practice. In
this section, we investigate the challenges that hinder the
exploitation of collision tolerance. We first conduct a series
of experiments to look into the behavior of collision toler-
ance, and then we show through analysis the solutions to
overcome those challenges.

Experiment settings. We conduct our experiments in Con-
tikiOS [15] with TelosB nodes [16], which are typical IEEE
802.15.4 software and hardware platforms. For senders, the
carrier sense function is disabled to deliberately generate
collisions. In each round of transmission, the receiver first
broadcasts a probe packet. On receiving the probe, the send-
ers are triggered to send their packets and therefore colli-
sions occur. The length of the sent packets is 120 bytes. The
format of a 802.15.4 packet is shown in Fig. 2.

2.1 Challenge 1: Timing Requirement

We first examine the impact of timing, namely the offset
of arrival time among the packets. As described later, the
synchronization of arriving packets affects the packet
reception result.

Experiment settings. We use three nodes, one is a receiver
and the other two are senders (namely A and B). The trans-
mitting power of the senders is set to �5 dBm to ensure
high SNR against ambient noise. Sender A is put around 10
feet from the receiver and transmits a packet once it receives
the probe packet from the receiver. While for sender B, it
waits for a pre-configured offset time Dt before transmitting
its packet after receiving the probe. We vary Dt and see
the resulting PER (packet error rate) at the receiver side. We
place sender B with different distances from the receiver,
e.g., from 1 to 20 feet to generate the cases: (1) A is stronger
than B (when B is more than 10 feet away from the receiver)
and (2) B is stronger than A (when B is less than 10 feet
away from the receiver).

Results analysis. As we can see from Fig. 3a, a clear ascent
of PER appears when the offset Dt exceeds 160 ms, which is
exactly the time duration of the preamble plus SFD (start of
frame delimiter). The reason behind is as follows. When the
signals overlap with each other, the receiver always tries to
find the strongest one by synchronizing to its preamble.
Therefore when the offset is less than 160 ms, the strong
signal is always captured no matter it comes early or late

Fig. 1. Channel utilization under collision avoidance and collision
tolerance. The ACK packets are omitted for clear illustration.

Fig. 2. Format of 802.15.4 packet. In the reception process, preamble is
used to detect the beginning of a packet and synchronize the receiver
and the sender. After that, SFD (start of frame delimiter) triggers the
reception of the packet. Len indicates the length of the payload and FCS
means the frame check sequence.
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(even when the preamble of the strong signal interferes with
the payload of the weak one, the receiver still performs pre-
amble synchronization operation instead of receiving the
payload of the weak one). On the contrary, when the strong
signal comes late until after the SFD of the early-arriving
weak signal, it acts as strong interference to the weak ones,
as the receiver begins receiving the payload of the weak one
and is not able to synchronize to the preamble of the strong
one. In this case, the weak signal is corrupted by the strong
signal, as the failure cases after SFD show in Fig. 3a. Also,
the receiver is unable to receive the strong signal in those
cases because it misses the SFD of the strong signal. In
words, tolerance of collisions requires the offset among the
colliding signals be restricted in a certain range, i.e., the
time length of the preamble plus SFD. Only in this condi-
tion, the receiver is able to identify the strong signal from
collisions and receive it.

2.2 Challenge 2: Concurrency Requirement

For the purpose of collision tolerance, the concurrency (the
number of concurrent transmissions) must be limited. Oth-
erwise the relatively strong one is not dominating and it is
corrupted by the mixed signals of the weak ones. We dem-
onstrate via experiments the opportunity and existing prob-
lems with different concurrency.

Experiment settings.We start with an experiment with two
senders (S1 and S2) and one receiver. The experiment sce-
nario is like the above timing experiment and the above-
mentioned timing requirement is satisfied. S1 is placed sta-
tionarily 2 feet away from the receiver while S2 is moved
towards the receiver from a point 3 feet away from the
receiver. At the beginning, S1 has a stronger relative SNR
than S2 (SNR here is calculated by the RSSI difference).
When S2 approaches the receiver, the SNR of S1 decreases
while the SNR of S2 increases. At some point, they have an
equivalent SNR. After that, S2 has stronger SNR than S1.
We record the packet reception ratio (PRR) for S1, S2 and
the total ratio (S1þ S2) at the receiver side and plot them to
the relative SNR of S1 and S2.

Results analysis. In Fig. 3b, we can see that with the
increase of S2’s SNR, the reception ratio of the two senders’
packets demonstrates opposite trends. The aggregated
reception ratio is high, however. The key finding here is
that the aggregated reception ratio degrades only when the

two senders have comparably strong power, i.e., a relative
SNR near 0 dB in Fig. 3b. That is, for the 2-sender cases,
there is extremely large opportunity to exploit collision tol-
erance and corruption occurs with small probability. In the
following we extend the sender number to general cases.

We increase the number of senders from 2 to 10 to further
observe collision tolerance. The transmitting power is still
�5 dBm and senders are randomly placed around the
receiver in a circle with a radius of 30 feet, in order to gener-
ate cases with strong and weak signals. For each quantity of
senders, we change their positions and repeat the experi-
ments for 100 rounds. Fig. 3c shows that the average recep-
tion ratio decreases accordingly when the total number of
senders increases. The average reception ratio is nearly zero
when there are more than 7 senders. Moreover, the average
reception ratio is surprisingly high when the number of
senders does not exceed four in our experiment. The result
when there are two senders coincides with the observation
in Fig. 3b. The experimental results apparently indicate that
there is great potential when concurrency is low and we
should restrict it to better exploit collision tolerance. Com-
pared with other techniques to achieve collision tolerance,
e.g., power control, controlling the transmission concur-
rency is relatively effective and easy to implement in prac-
tice and therefore we adopt it in our protocol.

As a brief summary, collision tolerance is an attractive
ability of wireless channels, which poses two critical chal-
lenges: the timing requirement and the concurrency require-
ment. In the subsequent sections, we first theoretically
formulate the channel utilization problem with collision tol-
erance and analyze the corresponding performance in com-
parison with collision avoidance based approaches. Based
on such theoretical foundations, we address the aforemen-
tioned challenges in the design and implementation of Coco
protocol, which will be presented in Section 4.

3 THEORETICAL FORMULATION

3.1 Channel Utilization Model

In this part, we model channel utilization as a function of
transmission probability p and formulate it into an optimi-
zation problem. For convenience, we assume a time slot is
the basis element of time. The duration of a packet transmis-
sion generally consists of multiple time slots.

Fig. 3. Investigation of challenges in exploiting collision tolerance. In (a), the packet error rate has a sharp increase when the offset of arriving packets
exceeds a value of 160 ms. (b) shows the reception ratio for the 2-sender case. Even the reception ratio for individual senders (S1/S2) decreases/
increases when the relative SNR decreases/increases, the total reception ratio keeps high and degrades only when the two senders have a nearly
strong signal level. (c) depicts the reception ratio with a different number of senders, and the reception ratio decreases with the increase of the num-
ber of senders.

JI ET AL.: ON IMPROVING WIRELESS CHANNEL UTILIZATION: A COLLISION TOLERANCE-BASED APPROACH 789



At the receiver side, a time slot has in total three possible
states as follows:

� Idle slot, where there is no transmission to the
receiver.

� Successful slot, where there is at least one sender
transmitting and a packet is correctly received.

� Corrupted slot, in which multiple senders transmit
concurrently and all packets are corrupted.

For each of the above three slot states, we use Pi, Ps and
Pc to respectively denote the probability for the state to
appear. Specifically, the probability for a slot to be idle is:

Pi ¼ ð1� pÞN; (1)

where N is the total number of senders. Note that in Coco,
Ps is different from that in traditional protocols. Conven-
tionally, a slot is a successful slot when and only when there
is one sender successfully transmitting while others stay
silent. With collision tolerance, Ps is increased by exploiting
the opportunity of concurrency with 2, 3, 4 and so on. Thus
Ps is calculated by:

Ps ¼
XN

k¼1

N

k

� �
pkð1� pÞN�kCðkÞ; (2)

where CðkÞ is the capture probability [17], which means the
probability that a packet can be correctly received from a
collision when k senders are transmitting concurrently.
In [17], [18], various models are proposed to measure the
capture probability considering the power difference, fad-
ing and multi-path effect. We follow the model in [18]
which is widely adopted:
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0
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gð�; rÞ ¼ 1ffiffiffiffiffiffi
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p
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Z 1
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Z 1

0

fðr1Þdr1
1þ ze�1��ð r

r1
Þb

 !
e

��2
1

2s2s d�1; (4)

in Eqs. (3) and (4), � is a Gaussian variable with zero mean

and s2 variance. r is the distance between the pair of sender
and receiver. Eqs. (3) demonstrates the specific capture ratio
with the increase of k.

For a corrupted slot, the probability Pc can be calculated
by:

Pc ¼ 1� Pi � Ps: (5)

To measure channel utilization and derive the perfor-
mance gain compared with CSMA backoff-based protocols,
we model channel utilization as a function of Pi; Ps and Pc

(Eqs. (1), (2) and (5)). For a specific time instant, channel
utilization is the ratio of a successful slot’s duration to the
total time:

UtilðpÞ ¼ PsTs

PsTs þ PcTc þ PiTslot
; (6)

Ts is the average transmission time of a single packet, which
depends on the physical layer (PHY) and MAC layer

specifications. Tc is the average corruption time of a packet
and Tslot is the time of a single slot. Note that in our model
Tc is equal to Ts because transmissions of packets are
aligned. Tslot is much shorter than Ts and Tc. For example in
a typical implementation, we follow the standard of IEEE
802.15.4 in which the maximum packet size is 128 bytes and
the maximum data rate is 250 kbps. Each slot lasts for about
0.032 ms, which is the transmission time of 1 byte. Tc lasts
for at most 4:096 ms. Thus the ratio h ¼ Tc=Tslot is in the
range from 1 to 128. The value of h matters as channel utili-
zation is strongly related to packet length, which we will
clarify in Fig. 4.

Since channel utilization is modeled as a function of p
and the total number of senders, one can find the optimal

probability popt that maximizes channel utilization (or mini-
mize the inverse of Eqs. (6)). Therefore for a network with

N senders, poptN (the optimal transmitting probability with N

senders) should be calculated as follows:

poptN ¼ argmax
p

UtilðpÞ: (7)

3.2 Improvement against Collision Avoidance

It’s worth noticing that Coco improves the achievable upper
bound of channel utilization, compared with conventional
protocols. For backoff-based protocols, e.g., linear backoff
in 802.15.4 and 802.11 Distributed Coordination Function
(DCF) in 802.11 networks, the achievable upper bound of
channel utilization is the ratio of successful slots to the total
time. The performance gain brought by Coco is due to the
significantly enhanced probability of a successful slot. Dif-

ferent from Ps, the probability P
0
s for random backoff based

protocols can be modeled as:

P
0
s ¼ Npð1� pÞN�1: (8)

In such protocols, senders take random backoffs and it is
therefore difficult to calculate the duration of collisions Tc.
Alternatively, we use Ts as the upper bound of Tc, similarly
with the analysis in [19]. Fig. 4 shows the numerical compari-
son of achievable upper bound of channel utilization between
Coco and backoff based protocols with different h ¼ Tc=Tslot.
It is clear that the gap is about 15percent with h ¼ 10,
10 percent with h ¼ 30 and 8 percent with h ¼ 90. Note that
larger h brings higher channel utilization in average, and we
will experimentally show the comparison of channel utiliza-
tionwith different packet lengths in the evaluation section.

Fig. 4. Comparison between Coco and the backoff-based mechanism,
with respect to channel utilization. Coco improves the achievable upper
bound of channel utilization with different h ¼ Tc=Tslot.
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Note that the achievable channel utilization for random
backoff based protocols seems as high as 86 percent when
h ¼ 90. In practice, however, it is extremely difficult to
achieve that performance. Our analysis above is based on
the assumption that senders have the knowledge of each
other and thus the optimal transmission probability p can
be calculated. In fact, senders running random backoff pro-
tocol can only autonomously set their own backoff time to
avoid collisions [20]. As a result, the global optimum cannot
be reached with an increasing number of senders [21]. The
authors in [8] reveal the performance degradation with a
large number of senders for 802.11 DCF. In comparison,
Coco is able to finely approach its optimal utilization via
accurate estimation of network conditions and online regu-
lation of the transmission probability p. In the next section,
we show how we address the above design issues in the
Coco protocol.

4 DESIGN OF Coco

Coco is a protocol for medium access control that coordi-
nates the behavior of a receiver and multiple senders. Sup-
ported by the principle of collision tolerance, the basic idea
of Coco is to align the packet transmissions from multiple
concurrent senders and finely control the transmission
probability p to achieve high channel utilization.

This section presents the design of Coco. We start with a
brief overview of the workflow, and then explain the details
of two key components: sender alignment and feedback con-
trol. We also analyze the protocol’s performance optimality,
convergence speed, fairness, and discuss its limitations.

4.1 Overview

Fig. 5 depicts the workflow of Coco with an example of four
senders and a receiver. We assume each sender has one
packet to send for simplicity. The whole workflow is
divided into five periods. In period 1, only S1 (Sender 1)
sends a packet. The receiver acknowledges S1 on receiving
its packet. Because the ACK is broadcasted, not only S1, but
also the other senders hear the ACK, from which they learn
that the receiver is active and ready for receiving upcoming
packets. Then they are triggered to transmit with the initial
probability p ¼ 1, which results in packet corruption. Seeing
the corruption, the receiver realizes the channel is overly
crowded and decides to reduce the transmission concur-
rency. So it regulates the probability p based on the feedback
control algorithm (detailed in Section 4.3) and piggybacks
the new value of p ¼ 0:8 in the ACK packet.

In period 2, S1, S2 and S3 transmit with p ¼ 0:8 and suf-
fer from another corruption. As a result, the receiver further
regulates p to 0.5. With the appropriately controlled proba-
bility, in period 3 S3, S2 and S4 transmit their packets suc-
cessfully one after another. Note that transmissions turn out
to be successful even when there are more than 1 concurrent
transmissions.

S3, S2 and S4 finish transmission in period 3. Therefore
in period 4, an idle slot occurs as p is too small in the case
that only S1 is active. Under this condition, the receiver
waits for a maximum interval Tmax and realizes that the
channel is under-utilized. So it resends a probe ACK after
Tmax with a new probability p, e.g., 1 finally. If there is no
response after Nmax ACKs (Nmax ¼ 3 in this example), the
receiver believes all senders have finished transmissions
and it may cease the ACK behavior, as shown in period 5.

In the following sections, we elaborate on the two com-
ponents: (1) The mechanism for precise sender alignment
and (2) The online feedback control algorithm to regulate p
for concurrency control.

4.2 Align Senders’ Packets

The first challenge mentioned in Section 2 can be overcome
with the help of the ACK and the SFD (see Fig. 2) synchroni-
zation mechanism. In fact, the basic idea of utilizing ACK
for synchronization has appeared in Fig. 5. Instead of trans-
mitting randomly in traditional protocols, senders transmit
by detecting the ACK packet broadcasted by the intended
receiver. The principle is that when receiving an identical
ACK packet, the SFD rising edge and falling edge of the
ACK are strictly aligned for all senders. Therefore Coco uti-
lizes the precise alignment of SFD edges for packets align-
ment. Specifically, all senders should respond to the
receiver as soon as possible after receiving the ACK packet.
Fig. 6 shows two senders are triggered by an ACK, their
reception processes are precisely synchronized by the SFD
interrupts (edges). With this design, the offset only occurs
when senders respond the interrupt of SFD falling edge. In
the evaluation part, we show that this delay is extremely

Fig. 5. Overview of Coco. Four senders transmit packets to a common receiver. Coco starts when a collision is detected (Period 1), and probability p
is adjusted for best concurrency (Period 2, 3, 4). All senders transmit with the assigned p by the receiver. Coco ends when all senders finish their
transmission (Period 5).

Fig. 6. Senders are aligned by SFD interrupts of the broadcasted ACK
packet from the receiver. Transmission offsets are mainly caused by
delay in responding to the falling-edge interrupt.
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small. In this way, senders with the identical receiver are
able to transmit their packets with bounded offset.

Exploiting ACK to trigger the transmission of senders
also benefits resolution of hidden terminal problem [22], [23].
In Coco, senders explicitly contend. It makes no difference
whether senders can sense the existence of each other or
not. In evaluation part, we evaluate Coco in topologies with
hidden terminals and demonstrate Coco’s robustness.

4.3 Feedback Control Algorithm

In Section 3, we analyze that poptN can be numerically found.
However, it is hard in practice, due to the following reasons.
First, the receiver has no idea about the total number or the

identities of senders. Thus it cannot directly calculate poptN

using Eqs. (6). Second, the total number and identities of
active senders vary greatly over time, as some senders finish
their transmission tasks earlier than the others and some
senders may join in the concurrent transmissions without
prior notice to the receiver. Considering the dynamics of
networks, even there is a method to figure out the total
number and identities of the senders, it still means consider-

able overhead at the receiver to reach the value of poptN .
In order to obtain proper p in the dynamic network con-

dition, we propose a feedback control algorithm based on
the states of past slots. This algorithm releases Coco from
the task of deciding the exact number of active senders and

helps to obtain a close-to-optimal value of poptN in real time.
Next, we mainly answer the following questions: (1) How
to judge whether p is proper or not? (2) If not, how to adjust
p to approximate its optimal value? (3) What is the conver-
gence speed and (4) What are the error bounds?

For the first question, we propose the following
proposition:

Proposition 1. Popt
c means the optimal corruption probability

when the channel utilization approximates its optimal value
with number of senders N , and limN!1 Popt

c is an ideal stan-
dard for deciding whether p is proper or not.

As is shown in Table 12, Popt
c converges to a constant

value quickly. We see that Popt
c is 0 when N ¼ 1, while it

approaches 0.0107 when N increases. In other words, the

value of Popt
c doesn’t change when N increases 5. This prop-

erty aids us to decide whether p is proper or not. We can

first calculate Pc from the statistical number of corrupted
slots in a time period and then compare Pc with
limN!1 Popt

c , as is shown in Fig. 7. If Pc is larger than

limN!1 Popt
c , which means that p is too large, we decrease p,

otherwise we increase p. Note that when N ¼ 1, Popt
c is

always 0, in which case we increase p until 1.
A natural question here is why we use the value of Popt

c

other than Popt
s or Popt

i (when N is infinite) as the standard
to decide whether p is proper or not. In [19], the authors
introduce the similar model and indeed look at the proba-
bility of idle slots i.e., Pi to decide how severe the contention
is. The drawback, however, is that when the number of
senders is small, e.g., less than 10, this method introduces

significant errors. The reason is that Popt
s and Popt

i converge
to constant values only when N approaches to a large num-
ber, e.g., 35 with h ¼ 10, 30 with h ¼ 30 and 20 with h ¼ 90,
as is shown in Fig. 8. So adjusting p based on the value of

Popt
s or Popt

i is not accurate and results in great errors. While

for Popt
c , it approaches to its constant value quickly with the

increase ofN , e.g., 5, as is shown in Table 1.
After the current value of p is detected to be inappropri-

ate, we apply a dichotomous algorithm to find the proper
value of p for the current network condition. The pseudo
code of this algorithm is shown in Algorithm 1. In this algo-
rithm, pl and pu mean the lower and upper bound of the
confidence interval. p is calculated as the center point of this
interval. Initially pl ¼ 0, pu ¼ 1, and p ¼ 0:5. In each itera-
tion, the resulting Pc is compared with limN!1 Popt

c to get
the new interval bounds as well as the new p. Specifically, if
Pc is smaller, the new interval is set to ðp; puÞ and it is set to

TABLE 1
Values of popt and Pc with N from 1 to 20

N popt P opt
c N popt P opt

c

1 1 0 11 0.0351 0.0107
2 0.3533 0.0125 12 0.0320 0.0107
3 0.1621 0.0109 13 0.0294 0.0107
4 0.1105 0.0108 14 0.0272 0.0107
5 0.0843 0.0107 15 0.0253 0.0107
6 0.0683 0.0107 16 0.0237 0.0107
7 0.0574 0.0107 17 0.0222 0.0107
8 0.0495 0.0107 18 0.0209 0.0107
9 0.0436 0.0107 19 0.0198 0.0107
10 0.0389 0.0107 20 0.0188 0.0107

Fig. 7. The control diagram for a receiver. Receiver regards the received
packet(s) as input and calculate Pc by counting the number of corrupted
slots (nc) in the sliding window with size W . The output is the adjusted
probability p, which is carried in ACK and broadcasted to all senders.

Fig. 8. Value of Popt
s and Popt

i when N changes from 1 to 50 with h ¼ 10,

30 and 90. We can find that Popt
s and Popt

i converge slowly, compared
with that of Popt

c from Table 1.
2. The values of popt, Popt

c and Popt
s , Popt

i in Table 1 and Fig. 8 are from
a numerical calculation based on the analysis in Section 3.
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ðpl; pÞ otherwise. Based on the new interval, p is further
updated. The iterations do not halt until p converges to popt,
for which we claim that Pc satisfies the following condition:

lim
N!1

Popt
c � Pc < lim

N!1
Popt
c þ �; (9)

where � is the error bound of Pc. Note that we restrict Pc to a
range instead of the exact value, so as to avoid fluctuations
in feedback control. Besides, the range is set to begin from

limN!1 Popt
c rather than from limN!1 Popt

c � �. The reason is
that the value of UtilðpÞ varies greatly when Pc is in the
range (limN!1 Popt

c � �, limN!1 Popt
c ). Fig. 9 shows how

UtilðpÞ changes with respect to Pc. It is easy to see that
UtilðpÞ decreases to 0 quickly on the left side. Note that X-
axis is log-scale.

Algorithm 1. The Feedback Control Algorithm

Input: nc,W
Output: p
1: Pc ( nc=W # Calculate Pc

2: if Popt
c � Pc < Popt

c þ � then
3: return p # p is proper
4: else if Pc < Popt

c then
5: pl ( p
6: p ( pl þ puð Þ=2 # Increase p
7: return p
8: else if Pc � Popt

c þ � then
9: pu ( p
10: p ( pl þ puð Þ=2 #Decrease p
11: return p
12: end if

Errors introduced by �. As Pc is not exactly equal to its opti-
mal value, the real utilization function UtilðpÞ may not be

able to achieve its optimalUtilopt as shown in Fig. 4. To exam-
ine the error of UtilðpÞ caused by � and choose a proper �, we
calculate the difference between UtilðpÞ and Utilopt with four
different � values. Results are shown in Fig. 10. It shows that
the error caused by � is well bounded. For example, when
� ¼ 0:03, i.e., 0:0107 � Pc < 0:0407, the error of UtilðpÞ is lim-
ited to 3 percent. We choose � ¼ 0:05 in our implementation.

Convergence speed. Another performance metric we care is
the convergence speed of Algorithm 1. We claim that in this
algorithm p can converge quickly from its initial value to
the approximate value popt. From Table 1, we see that popt

has a resolution of 0.001, when the total number of senders
is at most 20. Therefore, the algorithm needs at most 10 iter-
ations to regulate p from the initial value to popt. For a more
intuitive understanding, we suppose for each iteration the
receiver has to check states of 100 slots and each checking
time lasts at most 4:096 ms. The total convergence time is at
most 10� 100� 4:096 ms, which is equal to 4:1 s.

4.4 Fairness of Coco

The essence of capture effect is that strong signal over-
whelms the weak one(s). In this regard, it is unfair if a weak
signal is always submerged by stronger ones. This unfair-
ness problem of capture effect is discussed in [24] and [25].
We claim that Coco can mitigate this problem because of the
mechanism to adjust the transmitting p dynamically.

The unfairness mentioned in the arts [24], [25] is due to
the fact that the stronger senders always join in the conten-
tion, therefore the chance to transmit for the weak ones is
grabbed by the stronger ones. While in Coco, it’s is totally
different. The key insight that helps Coco to achieve good
fairness is the specially designed transmission mechanism.
Transmitting with probability p grants all the senders suffi-
cient randomness in the contention. Besides, by carefully
choosing the transmitting probability p so that the expected
number of senders in each slot N � p is around 1. This not
only makes the channel sufficiently used, but also guaran-
tees the fairness that all the senders fairly share the channel.
We conduct a set of experiments to validate the fairness of
Coco and present the results in Section 5.

4.5 Discussion

As an MAC layer protocol, Coco can be a good candidate
substitution of the traditional CSMA backoff mechanism for
various protocol scenarios, such as data aggregation [26],
[27], relay [28] and data collection [29], [30]. Especially
when the data rate is high and nodes are dense [31], Coco
shows it advantages. However, we claim that there are sev-
eral issues for Coco to be considered.

Application scenarios. As transmission is triggered by the
receiver’s ACK, Coco is like a receiver-initiated protocol [32].
As a result, senders should transmit according to the
coordination of the receiver. Another consideration is the
tradeoff between random-backoff based protocols and Coco.
Although backoff mechanism has poor performance when
the number of senders is large, it shows flexibility and low
complexity, especially when the number of senders is small.
Coco has particular advantages in the scenarios of high

Fig. 9. The impact of Pc on UtilðpÞ. On the left side of Popt
c , UtilðpÞ drops

quickly from the maximum to 0 while it changes much more slowly on
the right side. (Note the log-scale of X-axis.)

Fig. 10. Errors introduced by � for a different number of senders. The
errors are well bounded for different �.
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contention and high data rates. When the networks are
sparse (i.e., the neighbor size of a node is small) or the traffic
load is low, the performance advantages of Coco might
diminish. Also, Coco is suited for the applications with the
goal of data collection efficiency rather than energy saving,
as its design has extra energy consumption.

Application to OFDM 802.11 networks. The capture effect is
a phenomenon associated with FM reception in which only
the stronger of two signals at, or near, the same frequency
or channel will be demodulated. In OFDM based 802.11
networks, there are several works [2], [33], [34] reporting
the appearance of capture effect. Therefore, the collision
tolerance capability is still applicable in OFDM based net-
works. Even so, we should pay attention to the application
of capture effect in OFDM modulation based networks con-
sidering the slightly different frame structure. For example,
the preamble field in OFDM frame has two parts, namely
the short training sequences and the long ones, which is dif-
ferent from the DSSS frame.

Decoding more than one. As Coco follows the rule of sim-
pleness and little modification on hardware, it decodes the
mixture of multiple signals like the process with only one
signal. The drawback for this is that it can only decode one
packet in each reception. Existing work like [23], [35], [36],
[37] can recover more than one signals in one round using
more sophisticated techniques in the PHY layer. It’s a good
trial in the future to borrow the ideas of these work in
decoding more than one signals in each round.

Why using a uniform p? InCoco, we utilize a uniform trans-
mission probability p to maintain the simplicity and fairness
property instead of differentiating nodes by their signal
strength or distance and assigning themdifferent p. First, cal-

culation of the optimal value for any node k poptk will be diffi-

cult considering the difference among nodes. The feedback
control mechanism needs to take into account the status for
each node, rather than a receiver-side view. Second, assign-
ing nodeswith different p result in unfairness.

5 IMPLEMENTATION AND EVALUATION

Implementation. We implement Coco in ContikiOS [15] on
TelosB [16] platform. To facilitate the application of Coco,
there are several issues in the implementation. Especially,
we introduce the modifications to existing protocols and the
receiver side logic. First, the protocol should be receiver-ini-
tiated instead of sender-initiated in order to achieve high
synchronization accuracy with little overhead, as is stated
in Section 4.2. Second, the carrier sensing function is dis-
abled in Coco to allow the concurrent transmission of multi-
ple senders. Third, for a receiver, the decoding and decision
process is the same as the process with only one transmis-
sion, i.e., a packet can be correctly received when the PHY
layer decoding and the MAC layer FCS (Frame Control
Sequence) verification are both successful.

We conduct experiments to evaluate the performance
of Coco from different aspects. First, we verify how well
Coco copes with the challenges mentioned in Section 2 to
achieve collision tolerance. Namely, we evaluate the syn-
chronization accuracy and how well p is adjusted in prac-
tical networks. Second, we evaluate the robustness of
Coco with different network settings. Third, we conduct

macro-benchmark experiments to evaluate the perfor-
mance of Coco and we compare Coco with conventional
protocols based on collision avoidance in terms of channel
utilization. Then we investigate the energy consumption
and evaluate the extra energy cost for Coco. Finally, we
evaluate the fairness of Coco.

5.1 Timing Accuracy

We first evaluate the time accuracy of aligning packets with
ACK mechanism. As discussed in protocol design, senders
are synchronized by SFD interrupts. In this experiment, we
measure the delay in handling the interrupt, i.e., transmis-
sion offset, between two senders with a dual-channel digital
oscilloscope. To eliminate the bias caused by hardware, we
run this evaluation on 10 different senders. A reference
node is placed 10 feet away from the receiver and the other
10 nodes are placed in a line, with distance ranging from
2 feet to 20 feet and node index increasing from 1 to 10. The
offset is calculated with respect to the reference node. For
each node, the experiments are repeated for 10 rounds.
Fig. 11 shows the average, minimum and maximum offset
for different nodes in the experiment.

Fig. 12a shows the convergence process. Initially, p ¼ 0:5
and therefore it is not fit for the case N ¼ 1. Thus p is
increased from 0.5 to 0.75 and finally converges to 0.967.
Then when N changes to 20, p is decreased and finally con-
verges to a small value. When N changes from 20 to 10 and
from 10 to 3, p adaptively changes and finally converges to
a stable value. We can also calculate the convergence time
in this figure. For example, when N increases from 1 to 20,
the time for p to converge is about 1:7 s. While when N
changes from 10 to 3, the time for convergence is only 0:7 s.
This demonstrates that the feedback control algorithm can
quickly adjust p according to the network condition.

To further examine the impact of �, we record Pc and
UtilðpÞ and then compare them with the optimal values.
We repeat the experiment with four different � settings. The
impact on Pc and UtilðpÞ introduced by � are shown in
Figs. 12b and 12c. The impact on Pc is calculated as the ratio

of difference between Pc and Popt
c to Popt

c . The error of Util is
calculated in a similar way. From Fig. 12b, we can find that
with smaller �, the resulting error of Pc is also small. Fig. 12c
shows us the utilization difference caused by a small � is
also small. Nevertheless, there is no significant difference
among the different settings of �. Especially, all four � set-
tings have less than 5 percent difference for 80 percent cases.

Fig. 11. Transmission offset among senders. The offset is measured
between 10 different senders with respect to a reference sender on the
receiver side.
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This tells us that as long as � is small (e.g., 0.1), the difference
between the achieved performance and the optimal perfor-
mance is small.

5.2 Protocol Robustness Evaluation

In this section, we conduct a comprehensive evaluation on
the robustness of Coco under various network settings.
Especially we examine the impact from network environ-
ment, network topology and packet size. In all the following
three experiments, we use 20 nodes transmitting packets to
a common receiver. The transmitting power is still �5 dBm.
Each sender transmits 100 packets and we repeat each test
for 10 rounds to calculate statistical channel utilization.

5.2.1 Impact of Environment

Besides testbed-based experiments, we also conduct experi-
ments in a hall and in an outdoor environment. Fig. 13
depicts the view of the three environments. For the out-
door scenario, we place nodes on the ground. In all three
scenarios, we run Coco and record the corresponding
channel utilization by looking at the successfully trans-
mitted packets at the receiver side. Table 2 shows the
average, minimum and maximum utilization in those
environments. We find that there is no significant differ-
ence among those environments. The average utilization
in an outdoor environment is slightly better than the
other two cases. This experiment result shows that Coco
can be applied to different environments.

5.2.2 Impact of Packet Length

The second parameter we examine is the average packet
length. As discussed in the protocol design, the upper
bound of optimal utilization is related to h ¼ Tc=Tslot. Packet
length l is set to 20, 60 and 100 bytes respectively and we
record the corresponding utilization in the testbed environ-
ment. For different packet lengths, we also evaluate the uti-
lization when there exist hidden terminal. The results are
shown in Figs. 14a and 14b. We can see that for both cases,
Coco achieves higher utilization than collision avoidance
based approaches. Further, no matter there is hidden termi-
nal or not, Coco achieves higher utilization for longer pack-
ets. Details are talked in the overall evaluation.

5.2.3 Impact of Topology

The last parameter that may affect the performance of
Coco is network topology. We place nodes to form three
different topologies, namely (1) the circle topology where
senders are placed to form a circle around the receiver,
(2) the line topology where senders are placed in a line and
the receiver is located at one side of the line and (3) the
random topology in which senders are randomly placed
near the receiver. In circle topology, nodes cannot sense
the existence of the nodes on the opposite side, resulting
in hidden terminals in the network. In line topology,
nodes far away from the receiver have weaker received
signal strength than nodes that are closer to the receiver.
The circle topology is used to test the performance of
Coco in face of hidden terminal while the line topology is
to test Coco’s performance for nodes with different signal
strength. We introduce the results of this set of experi-
ments in the following section.

5.3 Overall Performance Evaluation

We compare Coco with other existing random-backoff
based protocols to show the performance gain. In 802.15.4
networks, we choose B-MAC [38] as the representative of
random-backoff based protocols.

Fig. 12. Evaluation of the feedback control algorithm. (a) depicts the dynamic adjustment process of p to approach popt with different N. (b) plots the
difference between Pc and Popt

c in the adjustment process with four settings of �. (c) plots the difference between UtilðpÞ and Utilopt.

Fig. 13. Environments illustration. A testbed environment is shown in the
left figure. We also evaluate Coco in an hall and nodes are placed on the
desks, which is shown in the top-right figure. The bottom-right figure
shows the an outdoor environment and nodes are placed on the ground.

TABLE 2
Performance in Three Environments

Env. avg: min: max:

Testbed 0.904 0.802 0.968
Hall 0.901 0.798 0.978
Outdoor 0.915 0.802 0.977
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5.3.1 Comparison with CSMA Backoff

In this experiment, we implement both linear and exponen-
tial backoff in B-MAC, denoted as CSMA-L and CSMA-E
respectively. Experiments are conducted in both circle
topology (with hidden terminals) and random topology
with packet lengths of 20, 60 and 100 bytes. We measure the
time for all senders to finish transmission at the receiver
side to compute the overall utilization. The transmitting
power of nodes in both protocols is set to �5 dBm.

Figs. 14a and 14b show the results. There are several find-
ings to be revealed in this experiment. First, CSMA proto-
cols are not robust to hidden terminals. Both CSMA-L and
CSMA-E demonstrate performance degradation in circle
topology with hidden terminals. Second, the impact of
packet length on CSMA protocols and Coco are essentially
different. For CSMA-L and CSMA-E, shorter packets are
preferred. While for Coco, longer packets are better. The rea-
son lies in the fact that (1) packet length doesn’t affect the
collision probability in Coco, while it does for CSMA proto-
cols (long packets result in more backoff), and (2) longer
packets benefit more for Coco than CSMA protocols. Third,
CSMA-L shows advantages against CSMA-E in 802.15.4 net-
works. The exponential backoff scheme does not perform
well in 802.15.4 networks as it does in 802.11 networks. The
reason is that the maximum packet length is only 128 bytes
in 802.15.4 networks while it is 2,304 bytes in 802.11 net-
works. Thus, it is not desirable to apply larger backoff
window in 802.15.4 networks. Fig. 14c clearly shows the
per-lacket backoff time for CSMA-E and CSMA-L. At last,
the overall utilization of Coco outperforms both CSMA-L
and CSMA-E in both topologies with different packet
lengths. The performance improvement ranges from about
10 percent to about 50 percent.

To further investigate the performance of CSMA backoff
protocols and Coco, we look into the backoff time. Fig. 14c
shows the average backoff time for each packet in the exper-
iment. We find that the average backoff time for each packet
is at least 5 ms for CSMA-E. The average backoff time of
CSMA-L for each packet is about 7 ms for 80 percent
packets. However, backoff time is not required in Coco.
Therefore, it is easy to understand the reason for different
performances of CSMA-E, CSMA-L and Coco.

5.3.2 Improvement to AMAC

Besides comparison with CSMA protocols that run in an
always-on mode, we show that Coco can also be applied in

duty-cycling wireless sensor networks (WSNs). Here we
select AMAC [3], which is the most representative receiver-
initiated duty-cycling protocol in TinyOS. The basic mecha-
nism of AMAC works as follows. Each node periodically
wakes up. After waking up, a potential receiver polls the
channel by sending polling packets to see if there is any
transmission to itself. If a sender has packets to transmit, it
will sense the channel to see if there are any polling packets
from the receiver. If there is, the sender will send packets to
the receiver.

As stated in [3], AMAC suffers from collisions in dense
networks. In AMAC, senders have asynchronous wake-up
schedules. It is possible that multiple senders for the same
receiver wake up in the same cycle. Those senders will
receive the same probe from the receiver and then they will
perform backoffs to avoid collisions. As in CSMA, collisions
occur when two senders choose the same backoff time.

In our experiment, we integrate Coco with AMAC to
improve its ability to handle collision. We piggyback the
probability p in the polling packets. The modification is that
after receiving a probe packet from the receiver, all senders
who are awake should perform backoff in a time window of
less than 160 ms, as is the time of preamble plus SFD byte.
After the backoff timer expires, senders apply p to transmit.
This backoff mechanism ensures that backoff time is
bounded in AMAC. We record the time that a packet needs
to wait (including backoff and duty-cycling period) before
and after Coco is added into AMAC.

As shown in Fig. 15, after integrating Coco with AMAC,
the average used time for each packet is significantly
reduced. The average used time per packet is reduced from

Fig. 14. Performance comparison with CSMA linear backoff (CSMA-L) and CSMA exponential backoff (CSMA-E) with different packet lengths.
(a) shows the results in a scenario with hidden terminals (circle topology) and (b) shows the scenario without hidden terminals. (c) shows the CDF of
average backoff time per packet in both CSMA-E and CSMA-L.

Fig. 15. Per-packet waiting time before and after AMAC is integrated
with Coco.
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about 7 ms to only 1 ms with Coco. This indicates Coco is
efficient to help resolve collisions in AMAC.

5.4 Extra Energy Cost Evaluation

As discussed above, Coco encourages concurrent trans-
missions. This inevitably introduces extra energy cost as
extra senders transmit in a slot while their packets are not
received. In this evaluation, we quantify the extra energy
cost in terms of the number of extra transmissions for each
sender considering the fact the extra energy cannot be mea-
sured directly.

In this experiment, we use seven senders and one
receiver. We maintain one counter on each sender and
seven counters on the receiver. The counter on the sender
side records the number of packets it has transmitted while
the counters at the receiver side record the number of pack-
ets received from each sender. The number of extra packets
transmitted by each sender can be calculated as the differ-
ence of the two counters. For simplicity, we don’t con-
sider retransmission and think that the links are stable
and there is no packet lost. In this experiment, each
sender is asked to transmit 100 packets. We divide 100 by
the number of extra transmitted packets to get the num-
ber of extra transmissions per packet. Fig. 16 shows the
results. From this figure, we find that the average number
of extra transmissions per packet is less than 0.5, which
means that each successful packet is along with at most
0.5 extra transmissions in average.

5.5 Fairness Evaluation

Finally, we conduct experiments to evaluate fairness men-
tioned in Section 4 in the aforementioned three topologies.
Here fairness is considered as the long-term share of chan-
nel utilization. We use 10 senders to transmit to a common
receiver, and measure both the individual utilization of
each sender and the overall utilization on the receiver side.
We use two test scenarios: (1) 10 senders concurrently trans-
mit to a receiver and (2) the number of senders is dynami-
cally changing. In both scenarios, the transmitting power is
set to �5 dBm.

Fig. 17 shows the distribution of Jain’s Fairness Index for
the first scenario in the three topologies. We find that the
fairness index for all the three topologies is acceptable. The
mean value of fairness index for the three topologies is
about 0.83. Fig. 18 is a stream graph that depicts the results
in the second scenario. In this situation, the number of
active senders changes dynamically. At the beginning, there
is only one active sender (S1). Then, all 10 senders (S1-S10)
become active. Then the number of active senders decreases
gradually and finally only S1 is active. We can see that at
the instant when all senders become active, Coco accord-
ingly reduces the share of S1 and allocates it to other newly-
joined nodes. After that, as the number of active senders
decreases, Coco evenly divides the available bandwidth
among the remaining active senders. This experiment
shows that in Coco, senders can share the channel in a
dynamic environment in a fair way.

Fig. 16. The number of extra transmissions per packet in Coco for a 7-
sender case.

Fig. 17. Distribution of Jain’s Fairness Index for all senders in random,
line and circle topologies.

Fig. 18. The stream graph depicts the dynamic channel utilization over time. From the view of receiver, channel utilization can be as high as above
90percent inmost of the time. From the view of senders, they can fairly share the channel despite of the changes of the total number of active senders.
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6 RELATED WORK

Collision resolution protocols for improving channel utiliza-
tion fall into the following three categories:

Collision avoidance. This is the most typical class of proto-
cols [4]. Based on the mechanism how to avoid collisions,
collision avoidance based protocols can be divided into
schedule based and contention based. For the former,
TDMA and FDMA are the representative protocols. Active
senders are coordinated and allocated with different time
slots/frequencies for transmission [39], [40]. For the latter,
CSMA is applied as the medium access control method
and senders perform random backoff for collision avoid-
ance [41]. The overhead in avoiding collisions, however,
degrades the performance of channel utilization. For exam-
ple, coordination and synchronization in schedule based
protocols consumes a large portion of transmission time.
Contention based protocols conservatively perform backoff
and result in many idle slots that cannot be utilized.

Collision tolerance. Different from collision avoidance, the
idea of collision tolerance allows collisions. Flash flood-
ing [42], Chorus [43] and Glossy [44] propose protocols for
efficient data transmission exploiting capture effect in flood-
ing scenarios. However, the common limitation of the exist-
ing protocols trying to use collision tolerance is that they
can be only applied in flooding or broadcasting scenarios,
where transmitted packets must carry the same data. This
requirement greatly limits their application scope [45]. The
behind reason is that these protocols fail to understand the
basic timing and concurrency requirements of collision tol-
erance, which are investigated in this paper.

Protocols with PHY layer techniques. Another category of
protocols try to recover collided signals with advanced PHY
layer techniques [23], [35], [46], [47], [48], [49]. For example,
Zigzag [23] iteratively decodes the collision-free part in the
collided signals first and then subtracts it from the collided
signal. SIC [35] on the other hand, recovers the strong signal
with capture effect and then recovers the weak signal by can-
celling the strong one from the collided signals. Also in
recent years, there is a thread of protocols which rely on the
property of enterprise WLANs for collision recovery, in
order to improve the throughput. The representative work
are like [36], [37], [50], [51]. These protocols require specific
modification in the PHY layer and are not supported in com-
mercial hardware. On the contrary, Coco is light-weight. It
needs little modification in the PHY layer and can be directly
used on off-the-shelf hardwares.

7 CONCLUSION AND FUTURE WORK

Collision resolution is a crucial issue in wireless networks.
Based on the insight of collision tolerance, this paper pro-
poses Coco, a novel practice of MAC protocol that exploits
the opportunities to transmit packets under collisions. Coco
addresses the practical challenges in achieving collision
tolerance and brings significant performance gain in wire-
less channel utilization. We implement Coco in 802.15.4 net-
works and evaluate its performance in various network
settings. The evaluation results demonstrate that Coco sig-
nificantly improves channel utilization.

In our future work, we are going to integrate Coco with
other application-layer protocols, e.g., the CTP [52] protocol

in TinyOS. Moreover, we plan to extend the implementation
and evaluation of Coco to 802.11 networks and extend the
application scenario ofCoco from single receiver to multiple-
receiver case.
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