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Research on cross-technology communication (CTC) has made rapid progress in recent years. While the CTC links are complex and dynamic, how to estimate the quality of a CTC link remains an open and challenging problem. Through our observation and study, we find that none of the existing approaches can be applied to estimate the link quality of CTC. Built upon the physical-level emulation, transmission over a CTC link is jointly affected by two factors: the emulation error and the channel distortion. Furthermore, the channel distortion can be modeled and observed through the signal strength and the noise strength. We, in this article, propose a new link metric called C-LQI and a joint link model that simultaneously takes into account the emulation error and the channel distortion in the In-phase and Quadrature (IQ) domain. We accurately describe the superimposed impact on the received signal. We further design a lightweight link estimation approach including two different methods to estimate C-LQI and in turn the packet reception rate (PRR) over the CTC link. We implement C-LQI and compare it with two representative link estimation approaches. The results demonstrate that C-LQI reduces the relative estimation error by 49.8% and 51.5% compared with s-PRR and EWMA, respectively.
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1 INTRODUCTION

Cross-technology communication (CTC) enables direct communication among heterogeneous devices that follow different standards. CTC not only creates a new way for interoperation and exchange among wireless devices, but also enhances the ability to manage wireless networks.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.
© 2021 Copyright held by the owner/author(s). Publication rights licensed to ACM.
1550-4859/2021/09-ART14 $15.00
https://doi.org/10.1145/3482527

Research on CTC has received a lot of attention in the past few years. Early works mainly utilize packet-level metrics, such as packet length [36], transmission timing [7, 22], transmission power [5, 9, 15, 17, 19, 21], and so on, to carry information, as is called packet-level CTC. The state of the art in this area is physical-level CTC [16, 18, 24]. The core idea is physical emulation, namely, to directly emulate the desired signals of the receiver with the sender’s radio. Compared to packet-level CTC, physical-level CTC can achieve much better performance in terms of communication throughput. Given the rapid progress in CTC, how to manage and utilize the wireless links created by CTC becomes an increasingly important problem.

Recent works on CTC already pay more or less attention to the quality of CTC. For instance, it is reported in [26] that the packet reception rate (PRR) of WEBee varies between 45% and 55%. It requires up to six retransmissions to get 99% reliable transmission of a packet. WIDE [14] enhances the reliability of CTC based on WEBee and achieves a PRR from 80% to 90%. Under changeable channel condition and mobility, the frame reception ratio of BlueBee [20] ranges from 73% to 99%. Those results reflect that the quality of CTC links is indeed a dynamic factor. When CTC links are included in a wireless network, the quality of those links concerns many aspects of network operation, such as link selection [23], transmission strategy [10, 32, 37, 38], and routing structure [8, 25, 33, 34]. But how to estimate the quality of a CTC link remains an open problem.

Link quality estimation is a classic problem in wireless networks. In terms of the metric to measure the link quality, there have been many different approaches, which fall into three main categories: (1) Raw physical-level indicator directly obtained from the radio, e.g., RSSI [30], SNR [40], and so on. (2) Metrics derived from physical-level measurements, such as LQI and CSI [29]. (3) Packet-level indicators. For example, PRR [35] measures the rate of successfully received packets. ETX [11, 23] quantifies the transmission efficiency on a link by the expected number of transmissions to successfully send a packet. Some existing works combine the above two or three types of metrics to jointly estimate link quality, e.g., 4BitLE [12].

Based on our observation and study, we find that none of the existing approaches can be applied to estimate the link quality of CTC, especially the emulation-based CTC. The reason is that a CTC link is fundamentally different from a conventional wireless link. Built upon the physical-level emulation, transmission over a CTC link is jointly affected by two factors: the emulation error and the channel distortion. Different emulated symbols under different channel conditions have different symbol error rates (SERs). The physical-level link metrics can’t completely characterize the process of CTC, while the packet-level metrics overlook the differences at the lower layers of the protocol stack. Using the existing metrics to estimate the CTC link quality generally means poor accuracy and uncontrollable overhead.

In order to address the above problem, we, in this article, propose a new metric called C-LQI, which is defined as the expected probability for a symbol to be correctly decoded by the receiver of an emulation-based CTC link. C-LQI is built upon a joint link model that simultaneously takes into account the emulation error and the channel distortion in the process of the emulation-based CTC and describes their superimposed impact on the received signal in the In-phase and Quadrature (IQ) domain. To estimate C-LQI, we design a lightweight link estimation approach: According to the receiver’s ability, the CTC sender either sends normal data frames or periodically sends to the CTC receiver-specific probe frames, in which selected symbols are embedded. According to the reception state returned from the receiver, the sender can estimate the channel parameter and C-LQI of the CTC link. Given the composition of the packet payload, C-LQI can be utilized to estimate the PRR over the CTC link.

The idea of C-LQI has been preliminarily explored in our previous work [39], and we have carried out further extensions and explorations in this version. Compared with the published INFOCOM version, we first conduct an accurate analysis of the joint impact of the two factors
on the channel quality in the IQ domain. Then we modify the design of C-LQI to support the direct estimation of the CTC link quality without any probe frames. We further design experiments to strengthen our motivation. Finally, we conduct a series of experiments to study the direct path of C-LQI performance under different settings and give a detailed analysis of the experimental results. Our contribution can be summarized as follows:

- To the best of our knowledge, C-LQI is the first metric of emulation-based CTC link quality. The joint link model underneath C-LQI comprehensively characterizes the impacting factors of a CTC link. It clearly explains the phase changes caused by the emulation error and the channel distortion in the IQ domain, and the impact of these phase changes on signal decoding.
- Given the receiver’s ability and the calculated mapping table between the channel parameter and the value of C-LQI, we provide two methods to estimate the CTC link quality. Then we address a series of technical challenges, including the mapping table construction, probe frame composition, channel parameterization, and PRR calculation. We further address several issues related to the applicability of our approach in practice.
- We implement WEBee-based C-LQI on USRP N210 and conduct extensive experiments under various settings. The results demonstrate that the two paths of C-LQI are both highly accurate and the direct path of C-LQI performs better. When using the direct path of C-LQI to estimate the PRR of a CTC link, it achieves 4.47% relative error in average, which is 49.8% and 51.5% lower than that of two representative link estimation approaches.

The rest of the article is organized as follows. Section 2 discusses the important observation of the CTC link, which motivates our research in this article. Section 3 introduces the definition of C-LQI and presents the joint link model. Section 4 elaborates on the link estimation approach. The implementation and evaluation results are presented in Section 5. Section 6 discusses the related work. We conclude our work in Section 7.

2 OBSERVATION

This section first analyzes the intrinsical emulation error in physical-level CTC. Physical-level CTC mainly utilizes the signal of the sender to emulate the standard waveform or phase shifts of the receiver. We illustrate that emulating different target signals produces different emulation errors. We further find that when the emulated signals pass through the wireless channel, the actual distribution of decoding errors is not the same as that of the emulation errors. At the end of this section, we theoretically explain this observation.

2.1 Errors of Physical Emulation

According to Figure 1, physical-level CTC causes emulation errors in the transmitted signal. The target signal is first fed into the emulation module, including the inverse modulation and the inverse channel encoding, to obtain the corresponding payload. Then the payload is encoded and modulated to obtain the desired emulated signal.

As an example, WEBee [26] successfully emulates the waveform of a ZigBee signal using a WiFi signal. Since ZigBee uses Offset Quadrature Phase-Shift Keying (OQPSK) modulation and WiFi uses Orthogonal frequency-division multiplexing (OFDM) and Quadrature amplitude modulation (QAM), the WiFi transmitter cannot emulate ZigBee signals perfectly. Figure 2 shows the target and emulated signal waveform of ZigBee symbol 7 in WEBee. Due to the QAM modulation and the cyclic prefix of the WiFi transmitter, there are intrinsical emulation errors between the emulated signals and the target signals.
Fig. 1. The typical process of physical emulation.
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Fig. 2. The target signal waveform and the emulated signal waveform.
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When the emulated signals arrive at the ZigBee receiver, the receiver first down-converts the received signals and digitalizes them into IQ samples by Analog-to-Digital Converter (ADC). Then the phase shift between the consecutive IQ samples is used to decode the chips. If a phase shift is greater than zero, the receiver outputs the chip “1,” otherwise it outputs the chip “0.” Every 32 chips will be mapped into four bits (a ZigBee symbol) with the Direct Sequence Spread Spectrum (DSSS) mapping table.

As the ZigBee receiver decodes the chip sequence according to the phase shifts between the sampling points, there exist chip errors in the decoded results because of the emulation error. The decoded result is shown in Figure 3. The emulated signals of different ZigBee symbols have different chip errors. Since the ZigBee receiver uses the DSSS mapping table to decode chips into symbols, it can tolerate some chip errors. As long as the chip errors are within the decoding threshold, the received signal can be decoded correctly. As the decoding threshold is usually 12 in the ZigBee receiver, all the emulated signals can be received correctly if there is no channel distortion. On the other hand, LQI [4] is measured based on the number of correct chips in the first eight symbols of the received packet. So it is obvious that the value of LQI will be relatively low even if the symbols are all received successfully, as the emulated signal itself brings certain chip errors.

2.2 Impact of Wireless Channels

In general, when the chip errors introduced by the emulation are fewer, the emulated signals should be more accurate and there should be fewer decoding errors. Whereas, the actual performance of these emulated signals is not the case. Our previous work verified that the SER distribution and the chip error distribution of different symbols are not consistent. The result is shown in Figure 4. We can also see that the emulated signal cannot be decoded completely correctly with the channel distortion. For example, the SER of symbol 3 is the lowest while its emulation error is the highest. The reason is that besides the emulation errors introduced during the emulation process, the wireless channel also introduces random distortion on the signal waveform. Because the ZigBee receiver decodes the chip by judging whether the phase shift is greater than zero, the
channel distortion affects the phase of each sampling point, which in turn affects the decoding result jointly with the emulation error.

We further find that a larger absolute value of the phase shift is more robust against the random distortion in the wireless channel. When the absolute values of the phase shift between two emulated signals are different, through the same channel distortion, the emulated signal with the larger absolute value is more likely to maintain the original decoding result than the other, that is, the phase shift is still greater than or less than 0.

Based on the above observation, we find that the decoding errors come from two sources, namely, the emulation errors and the channel distortion. Both of them should be taken into account when estimating the quality of a CTC link.

3 MODEL

From the observation, we find that proposing a metric is fundamental to estimate the CTC link quality, which is relative to the emulation errors and the channel distortion. We propose C-LQI, which is defined as the expected probability for a symbol to be correctly decoded by the receiver of a CTC link. We first present the joint link model to analyze and calculate C-LQI. In the next section, we will further introduce the specific approach to estimate the link quality by using C-LQI.

This section first introduces the model of CTC links, including the logical link and the physical link. Secondly, we analyze the variation of phase shifts after the signals pass through the entire link. At the end of the section, according to the variation of phase shifts, we calculate C-LQI.

3.1 Joint Link Model

Figure 5 shows our further analysis of the CTC link. The emulation process that introduces the emulation error is the logical link, and the wireless channel that introduces the channel distortion is the physical link. These two parts form the entire CTC link together.

To estimate the CTC link quality, we must consider the entire link. Both the emulation errors and the random distortion introduce decoded errors. We use \( S_r \) to represent the received signal, \( S_i \) represents the initial signal. Then \( E_e \) and \( E_d \) represent the emulation errors and the errors from the random distortion, respectively. Their relationship is shown as follows:

\[
S_r = S_i \cdot E_e \cdot E_d.
\]
That means the initial signal is affected by the emulation errors and the random distortion. When estimating the link quality, both of them should be considered.

### 3.2 Variation of Phase Shifts

Since the ZigBee receiver decodes the waveform according to the phase shifts between the adjacent sampling points, we should first consider the variation of phase shifts which determines the variation of the decoding result. As we mentioned before, the CTC link quality is affected by both the emulation errors and the random distortion. Both of them affect the phase shifts, which reflect the link quality.

As we all know, the errors caused by the physical layer emulation will cause a fixed deflection of the sampling points’ phases. In addition, the influence of the channel on the sampling points in the waveform is random. It is natural to think that the variation of phases is the algebraic sum of these two, but it is not, in fact.

Figure 6 shows the effect of the emulation errors and the random distortion on the phases. Since ZigBee uses OQPSK modulation, the corresponding constellation points on the I-Q map are $(±\sqrt{2}/2, ±\sqrt{2}/2)$. For the sake of clarity, we rotate the coordinate system so that the constellation points fall on the coordinate axis.

Figure 6 shows an example of phase change at a single sampling point. The original constellation point is $D$; due to the emulation error, the constellation point changes to $T$ and the new signal vector $ST$ has the phase change $\phi_1$ compared to the original signal vector $SD$. We consider a fixed amplitude noise with uniformly random phases at this moment. As shown in Figure 7, the
amplitude of the noise remains stable and the noise phase is basically uniformly distributed. So the noise vector can be regarded on the circle centered on $T$ as shown in the figure. Then the received signal vector $\vec{SR}$ can be obtained.

According to the sine theorem of triangles, the angle $\phi_2$ between the received vector $\vec{SR}$ and the transmitting vector $\vec{ST}$ can be obtained by the following formula:

$$\frac{SN}{\sin (\phi_2)} = \frac{SR}{\sin (\pi - \gamma + \phi_1)},$$

where $\gamma$ is the phase of the noise signal, varying from 0 to $2\pi$. $SN$ and $SR$ are the noise and received signal strength, respectively. We can further obtain the probability cumulative distribution function of the angle $\phi_2$:

$$H(y) = P(\phi_2 \leq y) = \frac{x_2 - x_1}{2\pi} \frac{\pi + 2 \arcsin(x\sin(y))}{2\pi},$$

where $\pi - \gamma + \phi_1$ are $x_1$ and $x_2$ when $\phi_2$ is $y$ in Equation (2). Note that $\phi_1$ is constant and $\gamma$ varies from 0 to $2\pi$, so each $\phi_2$ corresponds to two different values of $\pi - \gamma + \phi_1$ when $\phi_2$ is in $[-\arcsin \frac{1}{x}, \arcsin \frac{1}{x}]$. The probability that $\phi_2$ is less than a certain $y$ can be calculated by $\frac{x_2 - x_1}{2\pi} \frac{\pi + 2 \arcsin(x\sin(y))}{2\pi}$. On the other hand, as shown in Figure 6, since the point $R$ is a point on the circle, $\phi_2$, which is the angle between the vector $\vec{OR}$ and the vector $\vec{OT}$, can only change within a certain interval $[-\arcsin \frac{1}{x}, \arcsin \frac{1}{x}]$. The value of $P(\phi_2 \leq y)$ will be zero if the value of $y$ is less than $-\arcsin \frac{1}{x}$ and the value of $P(\phi_2 \leq y)$ will be 1 if the value of $y$ is greater than $\arcsin \frac{1}{x}$. $x$ is the ratio of $SR$ to $SN$. Since $\phi_1$ is fixed, the phase change between the original signal and the received signal can be obtained by $\theta = \phi_1 + \phi_2$.

Figure 8(a) shows the error model. The received signal error $\vec{ER}$ is composed of the emulation signal error $\vec{EE}$ and the channel error $\vec{EC}$. Now we consider the effect of these errors on the phase shifts. We assume that the original phases of two consecutive sampling points are $\mu_1$ and $\mu_2$. $\mu_1$ is 0 in Figure 8(a) and $\mu_2$ is $\frac{\pi}{2}$ in Figure 8(b). The corresponding phase changes are $\theta_1$ and $\theta_2$. In this case, the actually received phases are $(\theta_1 + \mu_1)$ and $(\theta_2 + \mu_2)$. Then the phase shift between these two sampling points in the received signal can be calculated by $(\theta_2 + \mu_2) - (\theta_1 + \mu_1)$ as shown in
Fig. 8(c), and its cumulative distribution function is

\[
F(y) = P((\theta_2 + \mu_2) - (\theta_1 + \mu_1) \leq y) = P((\phi_{21} + \phi_{22} + \mu_2) - (\phi_{11} + \phi_{12} + \mu_1) \leq y) = P((\phi_{22} - \phi_{12}) + (\phi_{21} + \mu_2) - (\phi_{11} + \mu_1) \leq y). \tag{4}
\]

Since \(\phi_{i2}\) (\(i = 1, 2\)) follows Equation (3) and \((\phi_{21} + \mu_2) - (\phi_{11} + \mu_1)\) is actually the phase shift in the emulation signal, which can be obtained in advance, we can obtain the cumulative distribution function of each phase shift as long as the channel parameter \(x\) is known.

According to Figure 9(a), the standard phase shift of two consecutive sampling points in a ZigBee signal is 90° as shown by the blue line. The emulation process makes it change and the phase shift of the emulated signal is shown by the line marked “Emulated.” The wireless channel will cause the phase shift to change again. If the phase shift changes to below 0°, it will be wrongly decoded. In another case, if the phase shift of the emulated signal changes as Figure 9(b) shows, it has already been wrongly decoded. It still has the opportunity to be correctly decoded after passing through the channel. Moreover, even if all the phase shifts below 0° have been wrongly decoded, the opportunities of correctly decoding are different after passing through the channel. The closer to 0°, the more chance the phase shift is correctly decoded.

The above analysis explains why the actual chip error distributions differ from the emulation results. Their phase shifts are different, so the probabilities to be correctly decoded are different through the wireless channel.

In summary, in the case of knowing the phase shifts between the sampling points after emulation, different channel parameters correspond to different probability distributions of received phase shifts.

### 3.3 Error Calculation

After obtaining the probability distribution of each phase shift in each symbol, we consider the probability of correctly decoding each phase shift. We use \(C_i\) to represent the probability that the \(i\)-th chip is correctly decoded; then we have

\[
C_i = \begin{cases} 
F(0) & \text{when standard chip is 0} \\
1 - F(0) & \text{when standard chip is 1}. 
\end{cases}
\tag{5}
\]

When the standard chip corresponding to the phase shift is “0,” the phase shift should be no larger than 0°. So the probability of correctly decoding the chip is \(P((\theta_2 + \mu_2) - (\theta_1 + \mu_1) \leq 0)\), which
is $F(0)$. When the standard chip is “1,” the phase shift should be larger than 0°. So the probability should be $F(\theta_2 + \mu_2) - (\theta_1 + \mu_1) > 0$, which is $1 - F(0)$.

In this way, we can get a set of probabilities $C_1, C_2 \ldots C_{30}$ for each symbol corresponding to a certain $x$, representing the correct probability of the $i$-th decoded chip, respectively. Notice that different receivers may implement different decoding methods. Our design is based on the soft-decision mechanism, which is applied to many popular ZigBee transceivers, such as CC2420. In this case, the ZigBee receiver uses only 30 out of 32 chips to decode every symbol. The first and last chips are not used.

Then we hope to take advantage of the correct probability of these 30 chips in each symbol to calculate the decoding probabilities of these symbols. We use $S_a$ and $S_b$ to represent the ZigBee symbol $a$ and the symbol $b$, respectively. $P(S_a \rightarrow S_b)$ is used to represent the probability that the emulated waveform of symbol $a$ is wrongly decoded into the symbol $b$ after passing through the wireless channel. We can get the following relationship:

$$P(S_a \rightarrow S_b) = \sum_{n=0}^{30} P(S_a \rightarrow S_b|n) \times P(n, S_a).$$

(6)

We use $P(n, S_a)$ to represent the probability that $n$ of 30 chips in the waveform of $S_a$ are wrongly decoded. $P(S_a \rightarrow S_b|n)$ is used to represent the probability that the emulation waveform of symbol $a$ is wrongly decoded into the symbol $b$ in the case that $n$ of 30 chips are wrongly decoded. If we can get all the $P(S_a \rightarrow S_b|n)$ and $P(n, S_a)$, then we can calculate the corresponding result by the above relationship. Now we have the standard chip sequences of 16 ZigBee symbols, it is easy to get all $P(S_a \rightarrow S_b|n)$ by traversing.

On the other hand, $P(n, S_a)$ is related to all of 30 chip correct probability of symbol $a$; then we can calculate $P(n, S_a)$ by the following formula:

$$P(n, S_a) = \sum (1 - C_{i_1})(1 - C_{i_2}) \ldots (1 - C_{i_n})C_{i_{n+1}} \ldots C_{i_{30}},$$

(7)

where $\{i_1, i_2 \ldots i_n\}$ is any combination of $n$ elements taken from $\{i_1, i_2 \ldots i_{30}\}$. $C_i$ is the correct probability of the $i$-th chip of the symbol $a$, which is determined by the channel parameter $x$. In this case, $(1 - C_{i_1})(1 - C_{i_2}) \ldots (1 - C_{i_n})C_{i_{n+1}} \ldots C_{i_{30}}$ represents that there are $n$ wrong chips and $(30 - n)$ correct chips. In order to get the probability that any $n$ chips are wrong and the other chips are correct, we need to traverse every combination as described in Equation (7).

In this way, we can get all the $P(n, S_a)$ as long as the value of the channel parameter $x$ is known. We can also obtain all the values of $P(S_a \rightarrow S_b)$ for any $S_a$ and $S_b$ utilizing $P(S_a \rightarrow S_b|n)$ and $P(n, S_a)$. Then we obtain the values of C-LQI.

4 DESIGN

This section first introduces the workflow of C-LQI. According to whether the ZigBee receiver can directly obtain the ratio of the received signal strength to the noise strength, the workflow is divided into two parts, namely, directly obtaining the C-LQI through calculation and indirectly estimating the C-LQI using probe frames. The basis of the entire workflow is a mapping table between the channel parameters and the values of C-LQI. Without abusing notations, we also use C-LQI to denote the link estimation approach proposed in this article. Then we consider some practical issues, including the cross-correlation module, the link burstiness, the estimation of bidirectional CTC links, the applicability of C-LQI in co-existing networks, and the generalizability of C-LQI.
4.1 The Workflow of C-LQI

The entire workflow of C-LQI is shown in Figure 10. When the receiver can directly obtain the ratio of the received signal strength to the noise strength, the transmitter does not need to send additional probe frames. Having the mapping table between the channel parameter and the C-LQI, the ZigBee receiver can directly obtain the C-LQI that can be used to estimate the CTC link quality.

If the channel parameter cannot be obtained directly, the sender can send some probe frames to assist the receiver to estimate the link quality. The ZigBee receiver receives and decodes the probe frames, and then obtains partial symbol decoding information to calculate the channel parameter $x$. After obtaining the value of $x$, we can estimate all symbol decoding information utilizing the mapping table. At the end of this section, the information can be used to estimate link quality.

4.2 The Mapping Table

As we mentioned before, given the channel parameter $x$, namely, the ratio of the received signal strength to the noise strength, the symbol decoding probability can be obtained, including all the values of C-LQI. However, the calculation of the symbol decoding probability from the channel parameter is very complicated and almost irreversible. Considering that the commercial ZigBee devices might not support such calculation, it’s more feasible to obtain the values of C-LQI corresponding to different parameters in advance. Then we can obtain the mapping table between the values of the channel parameter $x$ and the symbol decoding probabilities. This mapping table will be used in the calculation of C-LQI later.

4.3 The Direct Path

If the receiver can directly obtain the channel parameter, which is supported by some commercial devices such as TelosB, the receiver can obtain the channel parameter from the data packets. As shown in Figure 11(a), since the channel parameter can be obtained directly, the sender just sends
normal data frames and the receiver sends the ACK back once it receives the data frames. With the mapping table, the values of C-LQI corresponding to the channel parameter can be obtained. The channel parameters in the mapping table are represented as \( \{I_1, I_2, \ldots, I_l, I_r, \ldots, I_n\} \), the values of C-LQI are \( \{P_1, P_2, \ldots, P_l, P_r, \ldots, P_n\} \), where \( n \) represents the number of channel parameters in the mapping table, and \( P_i \) is the value of C-LQI corresponding to the channel parameter \( I_i \). Specifically, the actually obtained channel parameter \( I_c \) is an arbitrary value and is probably not in the mapping table. Assuming that the actual channel parameter is in the interval \([I_l, I_r] \), the values of C-LQI corresponding to the endpoint of the interval are \( P_l \) and \( P_r \), respectively. We calculate the weighted average of these two values to get the calculation result; the weight of each value is the interval length from the corresponding endpoint to the actual channel parameter:

\[
P_c = \frac{L_{lc} \cdot P_l + L_{cr} \cdot P_r}{L_{lr}},
\]

where \( L_{lc}, L_{cr}, \) and \( L_{lr} \) are the interval lengths from the actual channel parameter to the left endpoint, the actual channel parameter to the right endpoint, and the left endpoint to the right endpoint, respectively. Taking \( L_{lc} \) as an example, it can be calculated by \( L_{lc} = I_c - I_r \). \( P_c \) represents the calculated value of C-LQI.

After obtaining the C-LQI, the link quality can be estimated, which we will introduce later.

### 4.4 The Indirect Path

When the ratio of the received signal strength to the noise strength cannot be obtained directly, the indirect path should be used to estimate the link quality, including the collection of partial symbol decoding information, the calculation of the channel parameter, and the estimation of the link quality.

**Obtain partial information.** In order to obtain the partial symbol decoding information, we first need to design the practical transfer protocol to send some probe frames. As shown in Figure 11(b), the sender periodically sends probe frames to the receiver. This period is set to \( t_p \). Once the receiver receives the probe, it immediately sends back an ACK containing the channel parameter \( x \). The sender uses the channel parameter to estimate current link quality. After receiving the ACK, the sender starts to send normal data frames until the next probe frame should be sent. If the receiver doesn’t receive the probe, it doesn’t send the ACK back. The receiver can know whether a probe frame is lost by the sequence number.

To obtain partial symbol decoding information, we need to design the format and content of the probe frames. We set the content of probe frames at the transmitter and the receiver in advance, and the receiver identifies the probe frames with the relevance of the content. If there is a bidirectional link, the sender and the receiver will behave as described before. If there is no bidirectional link,
then the following all estimation process will be done by the receiver. We explain that later. In practice, we use a packet-level CTC technology similar to WiZig \cite{17} to achieve the transmission from ZigBee to WiFi.

To obtain a more accurate estimation result, the impact of random errors should be minimized. So we should choose the symbols with the highest probability to be correctly or wrongly decoded as the payload. Then the number of samples will increase. The experiment finds that the probabilities to be wrongly decoded between all symbols are less than 50%, and the probabilities to be correctly decoded are obtained. So we finally select two symbols with the highest correct decoding rate as the payload content. The reason for choosing two symbols is to further reduce the impact of statistical errors and ensure a small probe frame length. This measure can improve the accuracy of the statistical symbol decoding probability.

**Calculate the channel parameter.** The link model reveals the relationship between the symbol decoding probability and the channel parameter $x$. The mapping table between the channel parameter and the symbol decoding probabilities has been obtained in advance. When we get a set of symbol decoding probabilities, we can compare them with the symbol decoding probabilities in the mapping table. Then we can select the value of $x$ corresponding to the most similar symbol decoding probability as the calculation result.

Here we consider that the set of symbol decoding probabilities only contains two symbols, and the Euclidean distance is used as the metric to judge the similarity. Then we can use the following formula to calculate $x$:

$$
\min \left( \sum_{i=1}^{2} (P_s(S_{a_i} \rightarrow S_{a_i}) - P_c(S_{a_i} \rightarrow S_{a_i}))^2 \right). \tag{9}
$$

Our idea is to turn the problem into an optimization problem and find the $x$ that will minimize the distance. We use $P_s(S_{a_i} \rightarrow S_{a_i})$ to represent the symbol correct decoding probability obtained by statistics and use $P_c(S_{a_i} \rightarrow S_{a_i})$ to represent the corresponding probability in the mapping table. $S_{a_i}$ represents the ZigBee symbol $a_i$. In this way, we can obtain the channel parameter and the corresponding values of C-LQI.

**4.5 Estimate Link Quality**

The last step of the workflow, whether it is the direct path or the indirect path, is to estimate the link quality. We design separately for two different configurations: a single transmitter with bidirectional communication and multiple transmitters with unidirectional communication. For the first case, the transmitter and the receiver can communicate with each other. In this case, after receiving the probe frames, the receiver can calculate the channel parameter $x$ and send it back to the transmitter by ACK. Then the transmitter uses the information to obtain each symbol’s correct decoding probability, and estimates the PRR with the content to be sent. The following formula can be used:

$$
PRR_e = \prod_{0 \leq i \leq 15} P_c(S_{a_i} \rightarrow S_{a_i})^{n_i}, \tag{10}
$$

where $PRR_e$ represents the estimated PRR by calculating and $n_i$ represents the number of symbol $i$ in the packet to be sent.

Whereas, not all bidirectional communication between heterogeneous devices has been achieved. In this case, the receiver must judge the link quality by itself. The receiver needs to calculate all the symbol correct decoding probabilities and make a judgment. We assume that the probability of transmitting each symbol next is the same; then we can estimate the link quality by
the following formula:

\[
\sum_{i=0}^{15} P_c(S_{a_i} \rightarrow S_{a_i})
\]

In this way, the receiver can estimate the link quality corresponding to each transmitter and select the best link.

4.6 Practical Issues

**Cross-correlation module.** In order to make the estimation more accurate, we remove the Cyclic Redundancy Check (CRC). Due to the existence of emulation errors and random distortion, it is difficult to correctly decode all the symbols of a probe frame. If we still use the CRC, the packet reception rate of the probe frames is greatly reduced. It also affects our statistics on the symbol decoding probability. So we remove the CRC module and introduce a cross-correlation module of the payload. When the correlation coefficient is greater than a threshold, the decoded frame is considered as a probe frame. In this way, we can greatly improve the packet reception rate and increase the total number of symbol samples.

**The link burstiness.** In actual links, the link quality often remains stable within a certain period of time. This means that we don’t need to estimate the link quality all the time before the link quality changes significantly. Instead, only when the channel parameters have changed, we will re-estimate the link quality. Specifically, we periodically calculate their channel parameters for the packets within a period of time. If there are only a few packets whose channel parameters change significantly compared with the previous value, we consider the entire link to be stable at this time. Conversely, the link quality needs to be estimated again. The threshold for determining whether to re-estimate can be obtained through empirical experiments.

**The estimation of bidirectional CTC links.** The estimation of bidirectional CTC links is difficult because the links between heterogeneous devices are asymmetric. The link quality is related to the specific implementation of the CTC. If there is a packet-level CTC in the bidirectional CTC, there is no way to use the metric designed for physical-level CTC. In this condition, we can only use higher-level metrics such as PRR or ETX. Even if they are both physical-level CTCs, the corresponding estimation metrics could be different.

**Applicability of C-LQI in co-existing networks.** The physical layer and the link layer are independent, so all the link estimation metrics can be used by the link layer, no matter the metrics are estimated by homogeneous physical layers or CTC physical layers. Therefore, C-LQI can be widely used in the co-existing networks.

**Generalizability of C-LQI.** C-LQI can be used to estimate the qualities of different CTC links. All of the CTCs in which the receiver decodes with phase shifts like WEBee, WIDE, and BlueBee have emulation errors and channel distortion. They can also use C-LQI to estimate their link qualities. Because their emulation methods are not the same, their emulation errors are different. When they use C-LQI to estimate the link quality, they should calculate their emulation errors first. On the other hand, because C-LQI does not make any modification to the devices, it can be easily implemented on commodity devices.

5 EVALUATION

This section conducts extensive experiments to evaluate the performance of C-LQI. We compare C-LQI with s-PRR and EWMA. s-PRR [2] utilizes the previous PRR in a short period of time to estimate the current PRR. Using the name s-PRR is to prevent confusion with PRR, which is the metric we need to measure. EWMA [35] utilizes the result of the exponentially weighted moving average on PRR. We use USRP N210 devices to conduct our experiments, as they can be used to measure the physical level information, such as phase shifts and chip sequences. Our prototype is
suitable for the commercial devices whose decoding mechanism is based on phase information. For example, mainstream commercial ZigBee devices CC2530 provided by TI [31], MC1321 provided by FREESCALE [13], AT86RF230 provided by ATMEL [1], and nRF24E1/nRF9E5 provided by Nordic [28] use the phase information to decode ZigBee signals.

We try to implement our WEBee-based design on commercial devices. Unfortunately, our experience indicated that there might be some differences between the GNUradio-based 802.15.4 physical layer implementation in USRP [3] and that on commercial devices. For example, many parameters in the Clock Recovery MM model will affect the sampling results in the GNUradio-based 802.15.4 physical layer implementation. The result further affects the signal decoding results. Due to these factors, so far we didn’t have a successful implementation of WEBee on commercial devices. Before these parameters are obtained, it may be uneasy to port C-LQI on commercial devices. However, as our design doesn’t require modification to the hardware or the physical layer standard, we believe that C-LQI has the potential to be implemented on other platforms.

5.1 Implementation

Our transmitter is a USRP N210 device with 802.11 a/g PHY. Another USRP N210 device with 802.15.4 PHY is used as the receiver. Each packet consists of the header, packet length, and payload specified in the ZigBee standard while the CRC is removed. Since the PRR is determined by the threshold of correlation instead of CRC, the method of estimating PRR by C-LQI also changes accordingly. The PRR in a certain period of time after the estimation is used as the indicator to evaluate these metrics’ accuracy and communication cost. As shown in Figure 12, we conducted experiments in our lab, a hallway, and an empty room. The interference in the empty room is the least because there are only a few WiFi devices and Bluetooth devices. The interference in the hallway is the strongest because we specifically chose to place the experiment site next to multiple labs. We set the ZigBee at channel 19 and the central frequency of the WiFi at 2440 MHz. The weight of the previous result in EWMA is set to 0.2. To ensure statistical validity, we use the average result of five experiments. Each experiment sends 100 packets under a wide range of settings, including small/large frame number, short/long distance, short/long frame length, weak/strong transmission power, small/large transmission frequency, and different environments.

5.2 Comparison with Existing Metrics

We first explain that the existing metrics, such as LQI or RSSI, cannot fully characterize the CTC link quality’s dynamic change. We don’t quantitatively compare these metrics with our method because they cannot be easily converted to each other. In order to show the limitations of these existing metrics, we designed a qualitative experiment where the sender periodically sends a group
of 100 packets and transmits a total of 10 groups. According to the decoding result of the receiver, we can calculate the corresponding PRR, the average value of LQI, the average value of RSSI, and the estimation result of C-LQI. We use the value of PRR to represent the current link quality. Note that the value of LQI in each packet is calculated based on the number of the correct chips in the first eight symbols of the received packet.

The result is shown in Figure 13, where each point represents a calculated value using 100 packets. We can find that the change of LQI and RSSI over time follows a similar pattern, but there is a significant difference between their trends and that of PRR. It means that LQI and RSSI are not sensitive to the change of the CTC link quality, and sometimes may give the wrong estimation results. The reason is that neither LQI nor RSSI considers the joint impact of the emulation error and the channel distortion on signal decoding, which is a unique feature in CTC links. On the contrary, our C-LQI considers the joint impact of these two factors. It can accurately estimate the link quality. The experimental result shows that the change of C-LQI and PRR over time follows a similar pattern. We change the number of packets sent in each group to 50 and 200, and the changing pattern of the experimental results is similar to the case when the number of packets sent is 100.

5.3 Overall Performance Comparison

We conduct experiments to compare the performance between our work, s-PRR, and EWMA. The result is shown in Figure 14, where “C-LQI-D” and “C-LQI-I” represent the direct path method and the indirect path method of C-LQI. The payload is 6 bytes and the distance between the sender and the receiver is 1 m. When the frame number is 10, the relative error of C-LQI-D, C-LQI-I, s-PRR, and EWMA is 5.02%, 6.1%, 15.22%, and 12.3%, respectively. When the frame number increases to 110, the relative error of C-LQI-D, C-LQI-I, s-PRR, and EWMA decreases to 1.97%, 2.8%, 5.19%, and 5.3%, respectively. The relative error of C-LQI is still much lower than that of s-PRR and EWMA because C-LQI gets the channel parameter from the packets, while s-PRR and EWMA only know whether the packet is received or not. On the other hand, C-LQI only requires 10 data packets to achieve a similar estimation accuracy compared with that obtained by s-PRR and EWMA using 100 data packets. This result shows that our design has much higher efficiency in CTC link quality estimation.

On the other hand, as shown in Figure 15, there are 93.10% of the results of C-LQI, whose relative errors are less than 10%, whether it is C-LQI-D or C-LQI-I. It is only 75.86% for s-PRR and 69.00% for EWMA. Specifically, the average relative estimation error of C-LQI-D is 4.47% and the average relative estimation error of C-LQI-I is 4.94%, while those of s-PRR and EWMA are 8.91% and 9.21%, respectively. The reason is that C-LQI can sense the change of the channel more clearly.
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by the channel parameter, so the estimation is more accurate. Furthermore, the result of C-LQI-D is better than the result of C-LQI-I because the former can directly obtain the channel parameter calculated from the physical information, while the latter must use the symbol decoding information to calculate indirectly. Meanwhile, the average relative error of EWMA is larger than s-PRR because EWMA considers older data and may have more estimation errors. Since the result of the direct path method is better, we will use this method by default in the following experiments.

5.4 C-LQI Performance Under Different Settings

This section observes the performance of C-LQI, s-PRR, and EWMA under different settings, including frame number, distance, frame length, transmission power, frame transmission frequency, and environment.

5.4.1 Impact of Frame Number. We study the impact of frame number on C-LQI, s-PRR, and EWMA. We change the frame number from 10 to 400 when the payload is 6 bytes and the distance is 1 m. The result is shown in Figure 16. Note that when the frame number is 200 or 400, C-LQI still utilizes the latest 100 packet information to estimate the link quality. As the frame number increases, more effective information is collected by C-LQI and the emulation error gradually decreases. When the frame number is 400, C-LQI incurs a large estimation error, which may be caused by a change of the channel. When the frame length is 30, the relative errors of C-LQI, s-PRR, and EWMA are 3.02%, 11.74%, and 11.2%. That means the precision of using s-PRR and EWMA is limited because the numbers of the packet received information is not enough, while the channel parameter is enough to accurately estimate the link quality. When the frame number is 400, the relative errors of s-PRR and EWMA are more than 10% again, which means that the channel has changed. If the earliest information is still used to estimate link quality, it will introduce more errors.

5.4.2 Impact of Distance. We then study the impact of distance on C-LQI, s-PRR, and EWMA. We change the distance between the sender and the receiver from 1 m to 5 m. The frame number is 100 and the payload is 6 bytes. Figure 17 shows the result. As the distance continues to increase, the channel distortion increases and the PRR continues to decrease. The reason is that C-LQI utilizes the information from actually received packets to estimate the entire link quality. When the number of the received packets decreases, the effective information collected by C-LQI decreases and the emulation error gradually increases. The average relative errors of estimation results are 3.60%, 7.88%, and 8.30%, respectively.

5.4.3 Impact of Frame Length. The impact of frame length on C-LQI, s-PRR, and EWMA is shown in Figure 18. We change the frame length from 2 bytes to 10 bytes and other settings remain unchanged. Due to the emulation errors of signals, it has a higher probability of wrong decoding
when the payload is longer, resulting in a lower PRR. On the other hand, as the frame length increases, the PRR is lower but the payload is longer. The overall effective information collected by C-LQI increases and the emulation error gradually decreases. The average relative errors of C-LQI, s-PRR, and EWMA are 3.83%, 7.21%, and 8.40%, respectively.

5.4.4 Impact of Transmission Power. The impact of transmission power on C-LQI, s-PRR, and EWMA is similar to the impact of distance. The result is shown in Figure 19. We change the transmission power gain from 0 db to 20 db. The distance is 1 m and the payload length remains 6 bytes. The smaller the transmission power, the lower the PRR. The average relative errors of C-LQI, s-PRR, and EWMA are 5.34%, 8.35%, and 8.44%, respectively.

5.4.5 Impact of Frame Transmission Frequency. We then study the impact of frame transmission frequency on C-LQI, s-PRR, and EWMA. The result is shown in Figure 20. We change the transmission period from 20 ms to 400 ms. When the transmission period is 200 ms, the relative errors of C-LQI, s-PRR, and EMWA are 10.60%, 14.2%, and 13.3%, respectively. Since the long transmission period will result in a less sensitive estimation, some previous information becomes obsolete. The average relative errors of C-LQI, s-PRR, and EWMA are 6.32%, 9.48%, and 9.90%, respectively.

5.4.6 Impact of Environment. We finally study the impact of different environments on C-LQI, s-PRR, and EWMA. In our experimental settings, different environments correspond to different levels of interference. The result is shown in Figure 21. There are several labs around the site where we conduct experiments in the hallway, so the interference of the hallway is the highest and the PRR in the hallway is the lowest. As shown in Figure 21, when the interference is strong, the estimation results of C-LQI and s-PRR are better than that of EWMA because the interfered channel changes quickly and the previous data can cause estimation errors. When the interference is low, such as in the empty room, the PRR is relatively high and the effective information collected by C-LQI increases. So the relative error of the estimation result is low. This experiment also confirms that C-LQI can accurately estimate the channel quality under different levels of interference, with a maximum relative error of about 5%.

6 RELATED WORK

In recent years, CTC technology has gradually attracted people’s attention because it enables direct communication between heterogeneous devices. With the deepening of researches, direct communications between many different technologies have been achieved. The throughput also increases from hundreds of bps of packet-level CTC to several hundred kbps of physical-layer CTC or even higher. The gradual improvement of the underlying technology makes networking
between heterogeneous devices possible, but it also needs to solve many problems faced when networking, such as link quality estimation.

As the first work to propose the physical emulation, WEBee successfully emulates the waveform similar to the ZigBee signal. Even if WEBee adopts techniques such as repeated preamble and link coding, it still needs retransmission to ensure the reliability of the link in theory. LongBee [27] and TwinBee [6] have proposed different techniques to improve the performance of WEBee, but the retransmission is still required. The physical-layer CTC has unreliable characteristics. If we want to use physical-layer CTC for networking, link quality estimation is indispensable.

In fact, most of the work of CTC is still concentrated on the implementation of physical-layer CTC technology between different communication technologies. The works related to the CTC upper layer design are limited. ECC [37] mainly uses CTC to change the start time of WiFi transmission to increase the whitespace, so that ZigBee devices can communicate with each other. ECT [34] uses CTC to perform separate transmission of different priority data. Both of those works focus on the application of CTC technology, while our work is to truly analyze the characteristics of CTC and solve the classic problem of link quality estimation in CTC links.

On the other hand, link quality estimation has been well known. By link quality estimation, network routing and network topology can be changed, thereby improving the throughput of the entire network and reducing unnecessary overhead. ETX [11] proposes to use the number of data packets required to complete a bidirectional transmission to estimate link quality. Four-bit [12] proposes combining different levels of information, including decoding information of the physical layer, the packet reception of the link layer, and the routing of the network layer. But they are not directly available for estimating CTC links due to the unreliability of CTC links.

The link quality estimation of WiFi itself is realized by calculating the CSI [29] of the packet header. Whereas, since the ZigBee receiver cannot receive the complete WiFi header, the CSI cannot be used. The LQI indicator used by ZigBee itself for link quality estimation is much too simple. The number of chip errors in the first eight symbols is counted. It cannot be used because the physical-layer CTC has emulation errors.

Our previous work [39] proposed a simplified joint model for CTC links, which simultaneously takes into account the emulation error and the channel distortion but simplifies the actual joint impact of the two factors. We also designed a method to estimate the CTC link quality by periodically sending probe frames from the transmitter. Compared with the published INFOCOM version, we first conduct an accurate analysis of the joint impact of the two factors on the channel quality in Section 3, which clearly explains the phase changes caused by the emulation error and the channel distortion in the IQ domain, and the impact of these phase changes on signal decoding. We further modify the design of C-LQI to support the direct estimation of the CTC link quality without any probe frames in Section 4. We add experiments to strengthen our motivation in Section 5.2. We evaluate and analyze the overall performance of the two kinds of C-LQI in Section 5.3. We further conduct a series of experiments to study the direct path of C-LQI performance under different settings and give the detailed analysis of the experimental results in Section 5.4.

7 CONCLUSION

With the rapid progress of CTC, how to utilize the CTC links and manage them in the networking context has great significance in both research and applications. Our work in this article presents the first comprehensive study on the emulation-based CTC link and brings to light the two important impacting factors of the emulation-based CTC link quality, namely, the emulation error and the channel distortion. Our proposal includes a novel link metric C-LQI, a joint link model to accurately characterize the emulation-based CTC link, and a ready-to-use link estimation approach including the two different paths, namely, the direct path and the indirect path. We
implement C-LQI on USRP N210 and demonstrate its advantages over the existing approaches through extensive experiments.
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