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Millimeter wave (mmWave) based sensing is a significant technique that enables innovative smart applications, e.g., voice recognition. The existing works in this area require direct sensing of the human’s near-throat region and consequently have limited applicability in non-line-of-sight (NLoS) scenarios. This paper proposes AmbiEar, the first mmWave based voice recognition approach applicable in NLoS scenarios. AmbiEar is based on the insight that the human’s voice causes correlated vibrations of the surrounding objects, regardless of the human’s position and posture. Therefore, AmbiEar regards the surrounding objects as ears that can perceive sound and realizes indirect sensing of the human’s voice by sensing the vibration of the surrounding objects. By incorporating the designs like common component extraction, signal superimposition, and encoder-decoder network, AmbiEar tackles the challenges induced by low-SNR and distorted signals. We implement AmbiEar on a commercial mmWave radar and evaluate its performance under different settings. The experimental results show that AmbiEar has a word recognition accuracy of 87.21% in NLoS scenarios and reduces the recognition error by 35.1%, compared to the direct sensing approach.
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1 INTRODUCTION

Millimeter wave (mmWave) based sensing is a significant technique that can sense the object by collecting and analyzing the reflected mmWave signals. Owing to its short wavelength and high spatial resolution, mmWave as a sensing medium has attracted a large body of research attention in the last few years. The applications range from micro-movement measurement [12, 17], motion and activity sensing [19, 50], material identification [51], to environmental sensing [4, 22], etc.
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mmWave based sensing has great potential in supporting smart human-computer interaction, e.g., voice recognition. Conventional solutions use microphone(s) to collect sound and then analyze the human’s voice contained in the sound. Their performance will significantly degrade in noisy environments. As may be our familiar experience: when a machine (a TV set, a washing machine, a sweeping robot, or a vacuum cleaner) is working, the voice recognition function of a smart speaker often fails, because the voice signal perceived by the microphone has a limited signal-to-noise ratio (SNR).

Due to the extremely high frequency and high spatial resolution of mmWave signals, mmWave based voice recognition has been proposed to resist noisy environments. By extracting only the voice-related reflected mmWave signals from the near-throat region in the radar’s field of view, voice recognition can be realized by analyzing those reflected signals. For example, WaveEar directs the mmWave signals towards the near-throat region to sense the vocal vibration and recover the voice.

However, mmWave based voice sensing often fails when the human moves or a blockage exists between the radar and the target. The reason is that the voice-related reflected signals from the near-throat region cannot be obtained due to the extremely high frequency and the weak diffraction characteristics of mmWave. Therefore, the existing approaches encounter serious problems in non-line-of-sight (NLoS) and dynamic scenarios. As shown in Fig. 2, in an ideal scenario, the fixed throat can be easily located and tracked as long as the line-of-sight (LoS) path between the throat and the radar exists. Whereas, in a practical scenario, the LoS path of the throat is hard to find or even does not exist due to the dynamics of the human’s position and posture and the blockage. As a result, the applicability of the existing direct sensing approaches is far from satisfactory in the real world.

In order to make mmWave based voice recognition indeed applicable in practice, we turn to explore an indirect sensing approach to complement existing methods. Fig. 1 plots a typical scenario. There are often a number of objects in the living and working environments. We observe an interesting fact: Sound propagates as a mechanical wave. The human’s voice causes vibrations of the surrounding objects, which contain common components that are highly correlated with the human’s voice. Inspired by this insight, we propose AmbiEar, a mmWave based indirect sensing approach for voice recognition. AmbiEar converts the surrounding objects into ambient “ears” and uses a mmWave radar to perceive the voice-related signals from the “ears” for voice recognition. AmbiEar is designed for but not limited to NLoS scenarios. Since it utilizes surrounding objects for voice recognition, AmbiEar also works well in LoS scenarios.

To put this idea into practice, one will encounter critical challenges associated with processing the low-quality voice-related signals. First, since the location of the human is unknown in advance and dynamic, it is difficult to
accurately identify the objects around the human. Second, the surrounding object’s vibration is much weaker than the vibration of the throat. According to our measurement, the amplitude of the object’s vibration is as weak as 3-5um. Such weak vibration signals are likely to be buried by electromagnetic noise in the view of a mmWave radar. The environment acoustic noise around the object further reduces the signal-to-noise ratio (SNR). In this paper, we distinguish these two types of noises by using the terms “environment acoustic noise” and “electromagnetic noise”. How to obtain signals of sufficiently good quality is a daunting task. Last but not least, due to the sound attenuation in the air and the energy loss in the transformation from sound to vibration, the vibration signal is intrinsically distorted, compared to the original voice signal. Directly feeding such semantically incomplete signals into a voice recognition procedure will yield erroneous results.

We address the above challenges with a progressive scheme: First, AmbiEar distinguishes a human and the surrounding objects according to their different dynamics in the reflected signals. Then in the critical second step, AmbiEar extracts and combines the common components of vibration signals from multiple objects. Since the vibration signals of different objects contain the same voice-related components, enhancing their common components can effectively improve the voice-related signal’s SNR. By further incorporating an end-to-end network to extract the voice-related features in the vibration signals, AmbiEar effectively deals with the signal distortion problem and achieves accurate voice recognition.

Our contributions can be summarized as follows:

- We propose the concept of mmWave based indirect sensing and convert the surrounding objects into “ears” that help us perceive. To the best of our knowledge, AmbiEar is the first-of-its-kind approach for mmWave based voice recognition in NLoS scenarios.
- The design of AmbiEar effectively tackles a series of technical challenges. We particularly pay attention to the problem of how to utilize the low-SNR and semantically incomplete vibration signals for voice recognition. The tailored design of AmbiEar includes four main parts, namely surrounding detection, common component extraction, signal superimposition, and voice recognition.
- We implement AmbiEar on the commercial device (TI IWR1642 board) and conduct extensive experiments under various settings. The results demonstrate that AmbiEar achieves a word recognition accuracy of 87.21% and a character recognition accuracy of 88.66%. AmbiEar significantly improves the applicability of mmWave based voice recognition in practice.

The rest of the paper is organized as follows. Section 2 discusses the related work. Section 3 introduces the background and preliminaries of our work. The theoretical model is introduced in Section 4. Section 5 elaborates on our design. Section 6 presents the implementation and evaluation results. Section 7 discusses some practical problems. We conclude this work in Section 8.
2 RELATED WORK

In this section, we first introduce the works about mmWave based subtle displacement measurement, which is the cornerstone of achieving voice recognition. Then we discuss some works related to mmWave based voice sensing and their limitation in NLoS scenarios. After that, some other works related to mmWave based human sensing are briefly introduced. Finally, we discuss some sensing works based on environmental reflection and sound sensing works in NLoS scenarios.

With the extremely high frequency, mmWave sensing can achieve millimeter-level or even sub-millimeter-level subtle displacement measurement. mTrack [45] utilizes a signal-phase-based model to achieve millimeter-level tracking accuracy. mmVib [17] introduces a multi-signal consolidation model to achieve sub-millimeter vibration measurement error. These works demonstrate the ability of mmWave to measure subtle displacement, which can be used for voice sensing.

The recent mmWave based voice sensing works mostly recognize and analyze the voice by sensing the vibration of the sound source. WaveEar [32] directs the mmWave signals towards the near-throat region to sense the vocal vibration and recover the voice. Vocalprint [21] makes use of mmWave sensing to preserve fine-grained vocal biometric properties and realize voice authentication. RadioMic [28] presents training-free approaches for robust sound detection and high-fidelity sound recovery based on tiny vibrations of sound sources. Wavoice [24] utilizes multi-modal signals (mmWave signals and audio signals) fusion and achieves accurate voice recognition. All of them sense the voice by analyzing the vibration signals of the sound source, which requires the LoS path between the sound source (e.g., the human’s throat) and the radar. When the LoS path disappears as the human’s position and posture change, these works cannot work well.

This problem also exists in other mmWave based human sensing works. Whether locating and tracking the human’s position and posture [19, 23, 50, 54] or sensing the human’s vital signals such as breathing and seismocardiogram [13, 53], it is necessary to sense the human body through the LoS path.

There have been some works that utilize reflections in the environment to sense the object or achieve sound sensing in NLoS scenarios. GWaltz [12] combines the coherent observations from multipath reflections to restore the 2D orbit of the target. The 2D rotor orbit is measured by analyzing the extra information extracted from the NLoS path between the target and the radar. However, AmbiEar analyzes the target’s change by sensing the reflector itself instead of the NLoS path between the target and the radar. On the other hand, LidarPhone [37] uses a lidar sensor to eavesdrop on the privacy information from the vibrations induced on nearby objects. However, as it can only sense a single object’s vibration due to the directivity of the laser, the signal quality will deteriorate and its performance may decrease significantly in noisy environments. In contrast, AmbiEar can effectively resist the impact of environment noise via extracting the common components of multiple objects’ vibrations. VisualMic [6] utilizes high-speed video to analyze the subtle vibration of an object and recover the sound around it. The subtle vibration signals are derived from phase variations in the complex steerable pyramid. Such a method requires well-lighting conditions and hours of complex calculations. In contrast, our system can work in any lighting conditions and does not require a huge computing cost. ART [44] eavesdrops on loudspeaker sound by analyzing the subtle disturbance that the sound causes to the radio signal with a prototype based on software-defined radio (SDR). Although it can eavesdrop in NLoS scenarios, it still needs to directly sense the sound source by transmitting carrier signal to penetrate walls. In contrast, AmbiEar uses commercial mmWave radar to sense surrounding reflectors rather than directly sensing the sound source. RadioMic [28] also claims to be able to recover sound in NLoS scenarios. It is able to work in scenarios where there are soundproof materials such as a double glass layer between the sound source and the radar. The radar can still receive and analyze the reflected signal from the sound source. However, AmbiEar can recover sound from surrounding reflectors when the reflected signal of the sound source cannot be received.
Compared with the existing works on mmWave based voice sensing, AmbiEar particularly addresses the challenges of voice sensing in NLoS scenarios, which is a missing piece in the literature. Although there are a few works that also utilize environmental reflections, the idea behind is essentially different from what we present in AmbiEar. Specifically, Gwaltz exploits the NLoS paths of mmWave propagation to construct a multi-view measurement of the same target. What the radar senses in Gwaltz is still the vibrating target itself rather than the surrounding reflectors. LidarPhone is based on lidar sensing and can only sense one object at a time. VisualMic utilizes video analysis and requires a huge computing cost. Different from LidarPhone and VisualMic, AmbiEar exploits a mmWave radar’s ability to simultaneously sense and analyze multiple targets. It is able to extract the coherent information from multiple objects’ vibrations and improve the signal’s SNR.

3 BACKGROUND AND PRELIMINARIES
In this section, we first introduce the background knowledge about mmWave based vibration measurement, which is the cornerstone of our voice sensing. Then we discuss our preliminary studies and experimental results. On the one hand, these preliminary studies illustrate the limitation of voice recognition by directly sensing the near-throat region. On the other hand, they demonstrate the feasibility of extracting voice indirectly from the surrounding objects, which inspires us to propose our solutions in this paper.

3.1 mmWave Based Vibration Measurement
As shown in Fig. 3, the mmWave radar periodically sends frequency-modulated continuous wave (FMCW) signals to measure the distance of the target. The frequency difference between the transmitted signal and the received signal corresponds to the signal propagation time and can be used to calculate the propagation distance. By mixing the transmitted signal and the received signal, the beat frequency signal \( s(t) \) can be obtained as:

\[
    s(t) = \alpha \exp[j4\pi (f_c + Kt)R(t)/c]
\]

where \( \alpha \) represents the path loss, \( f_c \) and \( K \) are the chirp starting frequency and the chip slope of the FMCW signal, respectively. To separate Rx signal components reflected from different ranges, we perform a Range-FFT operation on the samples of \( s(t) \) within a chirp to separate the reflected signals from different distances. Then in a certain range bin, these samples can form a new reflected signal \( S(t) \). The reflected signal can be calculated as:

\[
    s(t) \xrightarrow{\text{Range-FFT at a range bin}} S(t) = \alpha \exp[j4\pi f_c R(t)/c]
\]

where \( R(t) \) represents the distance between the radar and the object. When the object vibrates, the distance \( R(t) \) can be rewritten as \( R(t) = R_0 + x(t) \), where \( R_0 \) represents the radar-object distance and \( x(t) \) represents the object vibration displacement.
Based on Eq. 2, the signal $S(t)$ manifests a circular arc in the IQ domain. The arc’s phase change indicates the radar-object distance change, which can be obtained as:

$$x(n) = \frac{c}{4\pi f_c} \text{unwrap}(\phi_n) - R_0, n \in [1, N]$$

(3)

where $\phi_n$ represents the n-th sample’s phase and $x(n)$ is the radar-object distance change. The signal processing is shown in Fig. 3.

3.2 Limitation of Extracting Voice Directly

We have conducted some preliminary studies about extracting voice directly from the human body. In our experiments, a volunteer is instructed to sit still and say “one, two, three, four, five, six”. A commercial mmWave radar (TI IWR1642) is set in front of the volunteer’s throat, head, back, and arms. Fig. 4 shows the short-time Fourier transform (STFT) results of these reflected signals and the original voice signal recorded by a microphone.

The results show that only when the throat is directly in front of the radar can the voice-related information be extracted. However, the human’s throat is a tiny target that is hard to locate and track. Thus, it is challenging to extract human voices exactly from the human throat.

3.3 Feasibility of Extracting Voice Indirectly

In addition, we conduct some other preliminary studies, which help us discover the feasibility of extracting voice indirectly. We first use the single-frequency sound signal at normal volume to observe the effective range of sound-vibration transformation, and then we explore the similarity between the vibration signal and the voice signal.

3.3.1 The Effective Range of Sound-vibration Transformation. In these experiments, we use a speaker to play a 70dB 80Hz single frequency sound signal. We set a 150g 20cm×20cm iron box at 30cm, 60cm, and 90cm away from the speaker. Such a heavy iron box is chosen to explore the impact of sound on objects in actual scenes. We use an eddy-current sensor to detect the vibration of the iron box. Fig. 5 shows the Fourier transform results of the iron box’s vibration signals at different distances. When the distance between the iron box and the speaker is
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Fig. 7. The theoretical sensing model

within 60cm, the vibration of the iron box contains an obvious 80Hz component. When the iron box is 90cm away, there is still a small energy peak at 80Hz, but it is hard to distinguish. Other obvious peaks in the figures of 30cm and 60cm are mainly harmonics with multiples of 80Hz. These results show that the normal volume sound only causes the objects within a certain range (e.g., 1m) to vibrate in actual scenes. This observation is helpful in overcoming the influence of environment noise. We will explain it later.

3.3.2 Similarity between the Vibration Signal and the Voice Signal. We further verify that the complex voice signal can cause similar vibration to the original voice signal. We set the iron box 60cm away from a volunteer. The volunteer is instructed to speak randomly. We use a microphone to record the original voice signal and the eddy current sensor to record the vibration of the iron box. Fig. 6 shows the STFT results of the original voice signal and the iron box’s vibration signal. We find that the two signals contains certain consistency. However, the vibration signal has obvious spectrum distortion, especially in the high-frequency components. The reason is that the human voice attenuates when it propagates in the air and losses when it is transformed into a vibration signal. The high-frequency components are more obviously affected by these two factors.

These experimental results show that it is feasible to sense the voice signal from the vibrations of the surrounding objects. However, the vibration signal has obvious spectrum distortion and poor signal quality. If such a signal is directly used as input, the voice recognition result will be degraded. The problem of spectrum distortion and poor signal quality must be solved to sense the voice signal clearly. We will explain it in the following section.

4 THEORETICAL MODEL

In this section, we introduce the theoretical model of using the surrounding objects to sense the voice signal. Based on this model, there are three factors that affect the quality of the received signal that should be considered.

The whole process is shown in Fig. 7. When a human speaks, the vocal cord first generates the vibration signal $v_1(t)$. According to the source-filter model [8], the voice from the mouth $s_1(t)$ can be represented as a combination of the vocal cord’s vibration and a linear acoustic filter formed by the vocal tract.

The previous works, such as WaveEar [52] and VocalPrint [21], both sense the voice signals by analyzing the vocal cord’s vibration signals. However, the vocal cord’s vibration signals don’t need to be considered in our design as the vibrations of the surrounding objects are directly excited by the voice signal. When the voice signal reaches the object, it can be represented as $s_2(t)$ which includes attenuation and phase change brought by the air channel.

The sound around the object will cause the object to vibrate. Considering that the material, shape, and other characteristics of the object will affect the vibration signal excited by the sound, the vibration signal $v_2(t)$ can be represented as a combination of the sound around the object and the conversion process, which is related to the
object’s properties. Note that the sound around the object includes the voice signal $s_2(t)$ and the environment acoustic noise. The environment acoustic noise also affects the object’s vibration.

Finally, when the vibration signal is sensed by the mmWave radar, the received signal $m(t)$ is the superposition of the vibration-related reflected signal and the electromagnetic noise.

We can find that the mmWave voice is strongly related to the voice signal. In our theoretical model, there are three factors that affect the quality of the received signal, namely the spectrum distortion between the voice signal and the vibration signal, the environmental acoustic noise around the object and the electromagnetic noise in mmWave signal processing. These factors work together to affect the signal quality. Considering the noisy environment, the degradation of the signal quality is more serious and must be addressed.

5 SYSTEM DESIGN

Based on the above observations and analysis, we design our system, AmbiEar, which achieves accurate voice recognition in NLoS scenarios without restricting the human’s position and posture. To counter the reduction in the signal quality caused by the three factors mentioned above, we design three modules, namely common component extraction, signal superimposition, and voice recognition. Since AmbiEar only observes the surrounding objects’ vibrations and does not need to locate the human’s throat, our system can work in mobile scenes compared to previous works.

5.1 Overview

The overview of AmbiEar is shown in Fig. 8. AmbiEar consists of four parts, namely surrounding detection, common component extraction, signal superimposition, and voice recognition. We introduce each module below:

- **Surroundings Detection.** Firstly, AmbiEar scans the environment to obtain information about all the objects. Then the 2D CFAR algorithm and the DBSCAN algorithm are applied to obtain the locations of the objects. We further distinguish the human’s trajectory from the others using a maximum likelihood estimation algorithm. Finally, AmbiEar finds the static objects surrounding the human within a specific range. In this way, the dynamics of the human body can be handled.

- **Common Component Extraction.** After locating these static objects, AmbiEar extracts the mmWave signals reflected from them by the mmWave radar. Then AmbiEar uses a modified MVDR algorithm and a group of fine-grained bandpass filters to extract their common frequency components. Considering that the vibration signals of the surrounding objects contain the same voice-related components, their common components can be used to effectively resist the impact of environment acoustic noise and electromagnetic noise.
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- **Signal Superimposition.** After improving the SNR of each reflected signal separately, AmbiEar extracts these vibration signals from the reflected signals and superimposes them to further resist the impact of environment acoustic noise. Then the time-frequency spectrograms of the superimposed vibration signals are generated for voice recognition.

- **Voice Recognition.** Finally, We use a customized encoder-decoder network to output the corresponding semantics from the generated time-frequency spectrograms, which has obvious spectrum distortion and is semantically incomplete compared to the voice signal.

## 5.2 Surroundings Detection

AmbiEar first scans the environment to obtain information about all the objects, including their positions and reflected signal strength. Then it continuously tracks the objects' positions and selects the human’s position based on the variance of the trajectories. After that, AmbiEar can select the surrounding objects in a specific range as the reflectors for the next step.

AmbiEar first periodically scans the environment and obtains the signal strengths of all positions in the field of view, namely the range-angle spectrum. It can be obtained by applying classic range FFT and receiver beamforming algorithms [39].

Then the 2D Constant false alarm rate (CFAR) algorithm [33] is applied to the range-angle spectrum to detect these range-angle bins with objects, as shown in Fig. 9. CFAR is a standard adaptive algorithm used to detect targets against environment noise. After estimating the noise level by convolving the CFAR window with the signal strengths, the bins with energy higher than the noise level will be retained and considered as the bins with objects. According to our experience, the detection result is best when the values of guard cell and training cell are both set to 2.

After obtaining the 2D CFAR result, AmbiEar applies the DBSCAN algorithm [9] to cluster the CFAR result. DBSCAN is a classic clustering algorithm that does not assume the number and shape of clusters, which is suitable for our scenario. Each cluster center represents an object in the field of view, which can be represented as:

\[
O_j : = <D_j, A_j, S_j>
\]

where \( O_j \) represents the j-th object. \( D_j, A_j, \) and \( S_j \) is the distance between the j-th object and the radar, the angle between the j-th object and the radar, and the reflected signal strength, respectively.

Considering that the human’s trajectory has more changes compared to that of static objects, AmbiEar can determine the human’s position based on the variance of these trajectories. Specifically, AmbiEar first calculates the Jaccard Similarity Coefficients[20] between every pair of object’s positions in two adjacent scanning result \( P_i \) and \( P_{i+1} \):

\[
J_{j,k} = \frac{|C_{i,j} \cap C_{i+1,k}|}{|C_{i,j} \cup C_{i+1,k}|}, \quad (1 \leq j \leq N_i, 1 \leq k \leq N_{i+1})
\]

where \( C_{i,j} \) represents the j-th cluster in i-th scanning result \( P_i \). \( N_i \) and \( N_{i+1} \) are the number of clustering results in \( P_i \) and \( P_{i+1} \), respectively. The Jaccard Similarity Coefficient is a statistic used for gauging the similarity and diversity of sample sets. Here we use it to measure the similarity of the clusters’ positions in two adjacent scanning results. Then we construct a bipartite graph to obtain the trajectories. The two vertex sets of the bipartite graph are the clusters of the two scan results, and the weights of the edges between the vertexes are \( J_{j,k} \). By such modeling, we transform the tracking problem into the optimal match problem. We solve it by the classic Kuhn-Munkres algorithm[27], which can find the matching with the largest sum of the weights. Such matching can maximize the position similarity of the matched clusters. If a cluster pair is included in the result of the optimal matching problem, it will be considered as the same object’s trajectory. After that, we choose the trajectory with the largest variance as the human’s trajectory.

---

5.3 Common Component Extraction

In this part, AmbiEar first extracts the reflected signals from these selected reflectors. Then the common components of these signals are extracted to resist the low SNR.

After selecting the reflectors, AmbiEar applies the receiver beamforming algorithm to extract reflected signals from these static objects. Since the human’s voice is concentrated in a certain frequency spectrum, the reflected signal of the static objects will have the same spectral distribution characteristic as the voice. Therefore, we traverse all the bins covered by each static object to find the bin with the highest energy ratio in the certain spectrum and obtain its reflected signal. If the energy ratio is less than our empirical threshold, we consider that the static object has too little vibration caused by voice or it has other vibrations. In this way, we ignore the static object and its reflected signal.

However, these reflected signals cannot be directly used to measure the reflectors’ vibrations. For example, the amplitudes of the vibrations in our preliminary study are about $2 \sim 5 \mu m$, and the corresponding phase changes in the reflected signals are about $0.003 \sim 0.008$ rad. Such small phase changes caused by the weak vibrations are easily submerged in electromagnetic noise. If the reflection signals are observed in the IQ domain, the arcs formed by these reflected signals are easily converted into clumps with the impact of electromagnetic noise, as shown in Fig. 10. If we directly extract the vibration signal, the submerged arcs cannot be distinguished, and the calculated phase changes will be totally wrong. On the other hand, since we wish our system to work in noisy environments, the reflectors will also be affected by environment acoustic noise. If we directly extract the
vibration signal, the vibration signal will contain the vibration components caused by the environment acoustic noise.

To solve this problem, AmbiEar calculates common frequency components of multiple reflected signals, which can be used to improve the SNR of the reflected signals. Our preliminary study shows that the range where sound can excite the surrounding objects’ vibrations is limited, so the environment acoustic noise usually only affects parts of the reflectors. Considering that all of the reflectors’ vibrations contain the information of the voice, the common components can help us resist the impact of environment acoustic noise. At the same time, this information can guide us to filter out the impact of electromagnetic noise.

Specifically, We design our common component extraction algorithm based on the MVDR algorithm[2], which is used in receiver beamforming tasks and used to analyze whether the signals from different directions are correlated. Its idea and structure are naturally consistent with our requirement of common component extraction. We modify it to analyze whether the signals are correlated in different frequencies.

In the original MVDR algorithm, there is a known unitary matrix $U$. Each column vector of $U$ represents a spatial direction. When $U$ is replaced by the Fourier matrix $F = [f_0 \ f_1 \ \ldots \ f_{K-1}]$, the function of the MVDR and the generalized MVDR spectrum in the space domain is replaced by that in the frequency domain. Similar to the original calculation process, we calculate the cross spectrum of two signals $x_i(n)$ and $x_j(n)$ in the $k$-th frequency bin:

$$S_{i,j}(f_k) = g_{i,k}^H R_{i,j} g_{j,k}$$  \hspace{1cm} (6)

where

$$R_{i,j} = x_i(n)x_j^H(n), \quad g_{i,k} = \frac{R_{i,j}^{-1}f_k}{f_k^H R_{i,j}^{-1}f_k}, \quad i, j \in \{1, 2\}$$  \hspace{1cm} (7)

and $x^H$ means the conjugate transpose of $x$. The correlation of the two signals $x_1(n)$ and $x_2(n)$ in the $k$-th frequency bin is

$$\gamma_{1,2}^2(f_k) = \frac{|S_{1,2}(f_k)|^2}{S_{1,1}(f_k)S_{2,2}(f_k)}$$  \hspace{1cm} (8)

AmbiEar selects a similar time window length with some voice recognition tasks (e.g., 20ms) and applies the MVDR algorithm to each pair of the reflected signals in every time window. After that, the common components can be determined by comparing each pair’s correlation with an empirical threshold. Then AmbiEar applies
As shown in Fig. 10, after filtering the reflected signals, the images of the IQ signals change from clumps to arcs. Such result indicates that our method can effectively filter out the impact of electromagnetic noise.

5.4 Signal Superimposition

After the above steps, the vibration of each reflector can be obtained as the electromagnetic noise has been filtered. To further resist the impact of environment acoustic noise, AmbiEar superimposes them to obtain the superimposed time-frequency spectrograms.

AmbiEar first extracts the vibration signals from the filtered reflected signals. As explained in §3.1, the IQ samples of the reflected signals form an arc-shaped trajectory. The phase changes of the sample points on the arc represent the displacement of the vibration signal. To further resist the low SNR, AmbiEar performs a circle fitting algorithm on these IQ sampling points. Let \( P = \{ p_n \}, p_n \in \mathbb{R}^2 \) denotes the IQ sampling points. The circle fitting problem can be characterized as calculating a circle center \( c \) and a radius \( r \) to minimize the sum of the distances between the sampling points and the circle:

\[
(c^*, r^*) = \arg \min_{c, r} \sum_{p_n \in P} (\|p_n - c\| - r)^2
\]

There are several algorithms to solve such a nonlinear least-squares optimization problem. Here we use the classic Levenberg-Marquardt algorithm [10] for its versatility and effectiveness.

Once the circle center and the radius are determined, the phases of the sampling points on the circle \( \phi_n \) can be determined and can be converted to the vibration signals \( x(n) \) according to Eq. 3.

In order to further resist the impact of environment acoustic noise, AmbiEar superimposes these vibration signals into one enhanced signal, as shown in Fig. 11. Considering that different types of objects have different vibration amplitudes when excited by the same sound, we use the nearest vibration signal as a benchmark to calculate the amplification factors of other signals. Those amplified signals that are most similar to the benchmark and the corresponding factors are selected:

\[
\lambda_i = \arg \max_{\lambda} \text{xcorr}(\lambda v_i, v_1 \ast v_i), \ 2 \leq i \leq N
\]

where \( v_1 \) represents the nearest vibration signal, \( v_i \) and \( \lambda_i \) represent the i-th vibration signal and its amplified factor, \( N \) is the number of reflected signals and \( \text{xcorr} \) is the cross-correlation operation. The superimposed signal \( v_s \) can be represented as:

\[
v_s = v_1 + \sum_{2 \leq i \leq N} \lambda_i \ast v_i
\]

After obtaining the superimposed signal, AmbiEar performs normalization and STFT on it to obtain the time-frequency spectrogram. In this way, we can get the enhanced signal as input for further voice recognition.
5.5 Voice Recognition

In the domain of Automatic Speech Recognition (ASR), a large body of works have demonstrated that it is possible to recover speech information from time-frequency spectrograms \[43\][29][7]. Through the previous steps, AmbiEar obtains the time-frequency spectrograms of enhanced vibration signals caused by the user’s voice. The final task of AmbiEar is to identify the semantic information contained in such vibration signals.

Due to the sound attenuation in the air channel and the energy loss in the transformation process from sound to vibration, the vibration signal has obvious spectrum distortion compared with the voice signal. This signal distortion makes the commonly used voice information feature extraction techniques cannot be used directly, such as MFCC[25], wavelet transform[40], etc. Therefore, an end-to-end network is designed to extract voice-related features and decode them into semantic information.

The misalignment of the vibration signal and the semantic information should be considered. First of all, there is no way to match speech fragments with its corresponding text. Secondly, the signal duration for a specific character is variable. For the same person, different characters may have different pronouncing durations. For different people, the same character may also have different durations due to the variable speaking speed. In this paper, we leverage an RNN-T (Recurrent Neural Network Transducer) framework[11] for voice recognition, due to the reason that RNN-T can solve the misalignment of the vibration signal and the semantic information. The model is small and has high accuracy. Moreover, it does not require contextual information so it could support streaming ASR well.

As the vibration signal has obvious spectral distortion compared with the original voice, the features of the recovered voice are concentrated in the low-frequency part while the high-frequency part is seriously distorted. Therefore, we choose the 0-1500Hz part of the time-frequency spectrum as the network’s input. The time-frequency spectrum of each voice is rearranged into a matrix of size \(300 \times l\), where the height of the matrix represents the analysis frequency band and \(l\) represents the duration of the voice.
As Fig. 12 depicts, the proposed recognition framework includes three modules, a feature encoder network, a label encoder network, and a joint network. The former is capable of extracting hidden features from the input sequence, and the label encoder computes the corresponding predictive coding. To preserve historical prediction output, the outputs of two encoders are added linearly by the joint network to compute the probability distribution over the sentence piece vocabulary. Next, we will introduce the design of the three modules in detail.

5.5.1 Feature Encoder. We extract two kinds of feature information from the distorted spectrum, namely the global interaction and the local correlations. The former implies the context of the voice, and the latter represents a certain character. The feature encoder first processes the input with a convolution subsampling layer, which shortens the time sequence length and fuses context information. Then a number of conformer blocks are applied to learn the global interaction and efficiently capture the local correlations.

The conformer block combines self-attention and convolution operation to separately learn the global interaction and capture the local correlations. It contains two Feed Forward (FFN) modules, a Multi-Headed Self-Attention (MHSA) module, and a Convolution module. The FFN module is designed to achieve feature conversion and enhance the model’s representation ability. The MHSA modules integrate the relative sinusoidal positional encoding scheme to capture the internal structure and representations of the sentence with the semantics and dependencies at different positions, which can resist the impact of variable input lengths. The Convolution module identically encodes the context at each position into higher-level representations.

5.5.2 Label Encoder and Joint Network. Considering that the voice information is dependent on the context, we bring in a label encoder module to embed the previous outputs. First, an embedding layer converts the previously predicted non-blank labels into vector representations. Then several linear layers project the embedding vectors followed by a self-attention layer. Meanwhile, to only access the past states and ensure causality, a mask operation is added to the attention scores.

For the joint network, we only use a fully-connected feed-forward neural network with a single hidden layer and tanh as the activation function for simplicity and efficiency. The outputs of the multi-channel audio encoder and label encoder are concatenated as the inputs of the joint network.

In our implementation, the number of conformer blocks $N_{CR}$ is 4, the embedding dimension is set to 512, and the size of the hidden state in the feed-forward sub-layer is 1024. We train the network with the Adam optimizer [5] with $\beta_1 = 0.9$, $\beta_2 = 0.98$ and $\epsilon = 10^{-9}$ and an adaptive learning rate schedule. For regularization, we apply dropout [38] in each residual unit of the conformer, i.e., to the output of each module, before it is added to the module input. We use a rate of $P_{drop} = 0.1$. Variational noise [18] is introduced to the model as a regularization. A $L_2$ regularization with $1e - 6$ weight is added to all the trainable weights in the network.

6 IMPLEMENTATION AND EVALUATION

In this section, we introduce the implementation of AmbiEar and evaluate the performance of our prototype system under different settings.

6.1 System Implementation

We implement AmbiEar based on a commercial mmWave radar Texas Instruments IWR1642 Booster Pack [15]. We use this 2D Radar because AmbiEar only needs the vibration spectrum information of the reflectors surrounding the human body, which has little relationship with the 3D spatial position. There are 2 TX antennas and 4 RX antennas on the radar board. In our implementation, we let one TX transmit FMCW signals starting at 77GHz with 4.0GHz bandwidth, and all RXs receive the reflected signals. The Ramp End Time and the Idle Time are set to 80us and 20us, respectively. So the duration of a single chirp is 100us. Each frame includes 200 chirps and the frame period is set to 20.1ms due to the extra preparation time for each frame. In this configuration, the chirp sample...
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rate can be calculated as \( \frac{1 \times 200}{2.1 \text{ms}} \approx 9950 \text{Hz} \). The frequency slope of the FMCW signal is 49.97MHz/us, and the ADC sample rate of the radar is 3430kHz, so the radar’s maximum detection range is \( \frac{3 \times 10^8 \text{m/s} \times 3430 \text{kHz}}{49.97 \text{MHz/us} \times 2} = 10.30 \text{m} \). Considering the angle of the radar’s FoV is about 120° [15], such FoV is enough to cover our experimental scene. We can further extend the FoV by modifying the radar’s configuration or adding more radars. The raw data from the radar are captured by a TI DCA1000EVM data acquisition board [16] which can guarantee high speed and real-time transmission.

To ensure the generality of AmbiEar, we use a public voice data set, TensorFlow Speech Recognition Challenge Data Set (TSRC) [3], to generate our training set. TSRC includes 65,000 one-second long utterances of 30 short words by thousands of people. We use a commercial speaker to play twenty people’s voices at a volume of 75dB. We use random 70% of the vibration signals of the reflectors surrounding the speaker as the training set, and the rest 30% as validation set. Six volunteers of different gender and age are instructed to repeat the short words in TSRC at the same volume. The corresponding vibration signals of the reflectors are extracted to generate the testing set. The training set includes voice-induced vibration signals in different experimental settings, including distances between people and radar, distances between people and reflector, reflector thicknesses and environmental noise intensities. We first collect the test data and verify our system performance under the same experimental settings as the training set. Then we further validate the robustness of our system in experimental settings with different environmental noise types, body orientations and body motions. In this way, we can avoid the excessive dependence of the network on environmental settings and increase the universality of our system. We collect more than 4000 seconds signals under different settings. All the experiments are IRB-approved, and all data are anonymized.

The experiment scenario is shown in Fig.13: The radar is placed on one side of the desk, and the volunteer/speaker is on the other side. When the volunteer moves or sits, the LoS path between the volunteer and the radar may not exist. To explore the impact of different factors on AmbiEar’s performance, We first use the iron plates mentioned before to conduct some experiments. To further verify the generality of AmbiEar, we conduct some experiments in everyday scenes, placing some everyday objects (medicine box, calendar, photo album) around the volunteer as reflectors.
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Fig. 15. Ablation study on signal enhancement

Fig. 16. Word error rates of AmbiEar

Fig. 17. Character error rates of AmbiEar

6.2 Methodology

We measure the voice recognition accuracy in terms of word and character with two standard metrics: word error rate and character error rate.

6.2.1 Word Error Rate (WER). WER is a common metric to evaluate the performance of a voice recognition system. It calculates the word error by comparing the output words with the reference as follows:

\[
WER = \frac{S_w + D_w + I_w}{N_w}
\]

where \(N_w\) is the number of words in the reference. \(S_w\), \(D_w\), and \(I_w\) represent the number of substitutions, the number of deletions, and the number of insertions, respectively. Lower WER indicates higher voice recognition accuracy. Word accuracy can be expressed by \(1 - WER\).

6.2.2 Character Error Rate (CER). CER is a common metric to evaluate the performance of a voice recognition system from the perspectives of characters. Its calculation process is similar to WER. The minimum number of operations can be calculated as:

\[
CER = \frac{S_c + D_c + I_c}{N_c}
\]

where \(N_c\) is the number of characters in the reference. \(S_c\), \(D_c\), and \(I_c\) represent the number of substitutions, deletions, and insertions, respectively. Lower CER indicates better voice recognition performance. Character accuracy can be expressed by \(1 - CER\).

We evaluate the performance of AmbiEar on WER and CER under multiple factors, including (1) distance between people and reflector, (2) distance between radar and reflector, (3) reflector’s thickness, (4) environment noise intensity, (5) environment noise types, (6) body orientation, and (7) body motion. The impact of each factor is independently evaluated in the following experiments. In the baseline experiment, the distance between people and reflector is 30cm, the distance between radar and reflector is 1.0m, the reflector’s thickness is 0.1mm, the environment noise intensity is 35dB, and the people sit still facing the reflector.

6.3 Overall Performance

We first compare our design with the direct sensing approach. Then we evaluate the overall performance of AmbiEar with WER and CER.
6.3.1 Comparison. We compare our design with existing direct sensing methods. To enrich our experiment scenarios, a volunteer is instructed to repeat the words in TSRC at 16 different positions with two different orientations in a meeting room and a dormitory. The volunteer sits at ten positions and stands at the remaining positions. The volunteer’s orientations include one facing the radar (LoS scenario) and one facing away from the radar (NLoS scenarios). The signals from reflectors are extracted as the AmbiEar’s data set and are processed by our network to obtain the recognition results.

On the other hand, we have mentioned before that the vocal cord’s vibration signals are the input of the direct sensing methods, while AmbiEar utilizes the voice signal as the sensing target. Due to the different sensing targets, we cannot directly conduct comparative experiments. In this way, we refer to the voice recognition results of WaveEar [52] as the direct sensing reference in LoS scenarios. In NLoS scenarios, since there is no relevant experimental result to refer to, we trained a neural network with the same structure as that in §5.5. We use random 70% of the reflected signals from the human body as the training set, and the rest 30% as validation set. As the reflected signals from the human body have little relationship with the human’s voice, the recognition result of the trained network is similar to a random guess.

The WERs of the two methods are shown in Fig. 14. We observe that the direct sensing approach has high accuracy in LoS scenarios. In this case, AmbiEar can be an important supplement to the direct sensing approach. We believe that more accurate recognition results can be obtained by fusing the direct sensing results and the indirect sensing results, which are obtained by sensing the vocal cord’s vibration signals and the voice signals, respectively. In NLoS scenarios, the performance of direct sensing is severely degraded, while AmbiEar still maintains a stable and high accuracy. AmbiEar achieves an aggregated WER of 15.6% and 15.88%, which is 3.21× and 3.20× lower than that of the direct sensing approach. This result shows that AmbiEar can be used as an effective supplement to the direct sensing approach and achieve accuracy recognition in NLoS scenarios.

6.3.2 Word Error and Character Error. We evaluate the performance of AmbiEar under multiple factors and analyze its overall performance. The error rates of the words involved in the TSRC are shown in Fig. 16. The average word error rate is 14.71%. AmbiEar can also recognize other words as our network is designed for voice recognition rather than classification. The character error rates of AmbiEar are shown in Fig. 17. The average character error rate is 14.16%. Since our experimental voice does not contain “J”, “K”, and “Q”, their error rates are missed.

These word error rates and character error rates are different due to their unique pronunciation. Moreover, some characters are not pronounced in certain words, such as the “g” in “eight”. The words with such silent characters have higher error rates. Some words containing repeated characters also have higher error rates because repeated characters are recognized only once, such as “tree” containing “ee”. We can utilize thesaurus
and context information to further improve voice recognition accuracy, such as adding a Language Model in our network. However, this is beyond the scope of our work.

6.4 The Impact of Different Factors

6.4.1 The Impact of Distance between People and Reflector. In this experiment, we assess the impact of the distance between the people and the reflector. The distance between the volunteer and the nearest reflector ranges between 30cm and 70cm. Fig. 18 shows the error rates under different distances. With the volunteer moving away from the reflector, the word error rate raises from 12.79% to 24.89%, and the character error rate raises from 11.34% to 22.96%. The reason is that the intensity of the voice signal reaching the reflector is inversely related to the distance between people and reflector. As the voice propagation distance increases, the intensity of the voice signal decreases and the vibrations are weaker. It is more challenging to recognize the voice with weaker vibrations since it has lower SNR. Even so, AmbiEar can maintain a word recognition rate of more than 80% within 60cm with a customized network.

6.4.2 The Impact of Distance between Radar and Reflector. In this experiment, we assess the impact of the distances between the radar and the reflector. The distances between the radar and the nearest reflector range between 1.0m and 2.5m. Fig. 19 shows the error rates under different distances. With the radar moving away, the word error rate raises from 12.79% to 22.13%, and the character error rate raises from 11.34% to 20.77%. The reason is that the SNR of the mmWave reflected signal is related to the distance between radar and reflector. With the increase of the propagation distance of the mmWave signal, the intensity of the reflected signal is attenuated more seriously, and the phase distortion caused by the interference of electromagnetic noise is more obvious. The vibrations of reflectors are more difficult to extract with low-SNR reflected signals. However, with our core signal processing (CCE+SS), AmbiEar can still achieve an accuracy of nearly 80% at a distance of 2.5m.

6.4.3 The Impact of Reflector’s Thickness. In this experiment, we assess the impact of the thickness of the reflector. The thickness of the reflectors ranges between 0.1mm and 0.4mm. Fig. 20 shows the error rates under different thicknesses. With the thickness of the reflectors increasing, the word error rate raises from 12.79% to 19.53%, and the character error rate raises from 11.34% to 18.92%. The reason is that when the intensity of the incident voice is the same, the thickness of the reflector affects the amplitude of its vibration induced by the voice. The thicker the reflector, the smaller vibration that can be induced. Since the phase difference of the reflected signal is proportional to the vibration amplitude, smaller phase difference is more likely to be submerged in the electromagnetic noises, causing the recognition errors to rise. However, with the help of our customized network, AmbiEar can achieve an accuracy of more than 80% in the case of 0.4mm thickness.

6.4.4 The Impact of Environmental Noise Intensity. In this experiment, we assess the impact of environmental noise intensity. We use a commercial speaker to play white noise around the reflectors. The speaker is about 1m
away from the nearest reflector and about 1.8m from the farthest reflector. We use a decibel meter to control the noise intensity at the nearest reflector. The noise intensity ranges between 35dB-75dB SPL (measured at 1m). In this setting, the white noise mainly affects a part of the reflectors at close range and has little impact on other reflectors. Fig. 21 shows the error rates under different noise intensities. With the noise level increasing, the word error rate rises from 12.79% to 17.87%, and the character error rate raises from 11.34% to 16.92%. As the environmental noise increases, the SNR of the voice around the reflector decreases. This results in more differences between the time-frequency spectrum of the vibration signal extracted from the reflector and the time-frequency spectrum of the original voice, which leads to an increase in recognition errors. As our core signal processing (CCE+SS) can resist the environment noise well, AmbiEar can achieve an accuracy of more than 80% even in the 75dB noise environment.

6.4.5 The Impact of Environmental Noise Types. In this experiment, we assess the impact of environmental noise types. We use a commercial speaker to play different types of sounds as the environmental noise, including white noise, TV news and pure music. The speaker’s position is the same as in the previous experiment and the sound intensity at the nearest reflector is controlled at about 65db. We also use a large fan and an air conditioner to generate the environmental noise. Limited by their power, their noise levels at the nearest reflector are 65db and 50db, respectively. Fig. 22 shows the error rates under different noise types. The error rate under the interference of white noise is the lowest, and the error rate under the interference of TV news and pure music is relatively high. This result shows that our system can resist white noise and the noise of home appliances well, but is less resistant to music and TV news. The reason is that the frequencies of music and TV news are more similar to those of the human voice, and they can reduce the voice’s SNR more seriously.

We further analyze of the relationship between the SNR of the received signal and the voice recognition error. We calculate the average SNR of the received signal under different noise types and the corresponding error rates. To obtain the SNR of the received signal, we calculate the background noise by subtracting the enhanced signal from the noisy signal, which is calculated directly using the phase change of the reflected radar signal. The corresponding relationship between the SNR and the voice recognition error is shown in Fig. 23. The results show that as the SNR decreases, the recognition error rate tends to increase. The reason is that as the SNR of the received signal decreases, the signal becomes more distorted and harder to recognize.

6.4.6 The Impact of Body Orientation. In this experiment, we assess the impact of body orientation. We record the volunteer facing the reflector as 0° and the volunteer’s back to the reflector as 180°. Fig. 24 shows the error rates when the volunteers speak in different orientations. As the body orientation angle becomes larger, the recognition errors increase slightly. The reason is that when the angle between the human body and the reflector increases, the voice propagation path changes, resulting in a slight decrease in the quality of the voice around the reflector. As mentioned before, a lower SNR of the voice means higher recognition errors. Even so, we observe that AmbiEar can achieve high recognition accuracy regardless of the orientation. This result benefits from the fact that AmbiEar extracts voice signals from surrounding reflectors rather than directly sensing the vocal cord.

6.4.7 The Impact of Body Motion. In this experiment, we assess the impact of body motion. The volunteers are instructed to speak while making different motions. The body motions include sitting still, standing up and sitting down, shaking the body back and forth, rotating, and moving freely. Fig. 25 shows the error rates when the volunteers make different motions. It can be observed that the recognition errors differ slightly when the volunteers make different motions. This is also because the voice propagation path changes during the motions, resulting in a change in the quality of the voice around the reflector. However, benefiting from our indirect sensing method, AmbiEar can achieve high accuracy regardless of the volunteers’ motion. Such a result shows that AmbiEar is robust to body motion. Based on the above two experiments, we believe that AmbiEar can achieve high accuracy in mobile scenes.
6.4.8 The Combined Impact of These Factors. Our experimental results have verified the impact of different factors on our system performance. Indeed, these factors affect the performance of our system simultaneously. Firstly, the body orientation and body motion have less impact on our system performance than other factors. The reason is that they slightly affect the SNR of the voice around the reflectors and AmbiEar can compensate for them by analyzing multiple surrounding reflectors. Secondly, the dominant factors are different in different scenarios. In practical scenarios, when there are many reflectors around the human, such as in the office or the living room, the distance between human and radar and the environmental noise become the main factors affecting recognition errors, because the complex scene limits the radar’s placement and other sound sources cause stronger interference to our system. These two factors affect the extracted vibration signal’s quality and the SNR of the voice around the reflector, respectively. When there are few reflectors around the people, such as in a conference room, the distance between human and reflector and the reflector’s thickness become the main factors affecting recognition errors, because the simple scene may result in a lack of reflectors around the human or the surrounding reflectors to be difficult to vibrate. Both of these factors affect the extracted vibration signal’s quality. In general, these factors combine to affect our system performance by affecting the SNR of the voice around the reflectors and the extracted vibration signal’s quality. The dominant factors are different in different scenarios while the body factors have less impact on our system.

To mitigate the combined effect, we can choose to avoid the users being too far from the radar or in an environment with few surrounding reflectors. We also recommend that the users keep a certain distance from other sound sources to avoid the effect of noise. To further mitigate the impact of factors on the SNR of the voice, some denoising techniques such as spectral subtraction [42] can be used. By removing the impact of the environment acoustic noise from the voice’s time-frequency spectrum, the SNR of the voice signal can be improved. Moreover, in order to improve the quality of the extracted vibration signal, we can explore some signal enhancement methods, such as Tx beamforming, which can concentrate the energy of the transmitted signal near the reflector. In this way, we can obtain an enhanced reflected signal to resist the impact of electromagnetic noises.

6.5 Ablation Study

6.5.1 Surrounding Detection. This section evaluates the performance of the surrounding detection algorithm. We place three iron plates as our target reflectors around people in different scenarios, including a conference room, a classroom, an office and a dormitory. The scene of the conference room is the simplest and the scene of the dormitory is the most complicated. We calculate the correct detection number by comparing the detection results and the actual objects’ locations. The evaluation is repeated 100 times in each scene. The average correct detection percentage in these scenarios is 98.67%, 95%, 97% and 91.33%, respectively. The experimental results show that our algorithm can achieve a detection accuracy of more than 90% even in complicated scenarios.
6.5.2 Common Component Extraction and Signal Superimposition. This section evaluates the importance of our core design: common component extraction and signal superimposition (CCE+SS). We generate two different test sets. The first test set consists of the time-frequency spectrograms of the vibration signals extracted via the full version of our design. The second test set consists of the time-frequency spectrograms of the vibration signals of the nearest reflector around the volunteer, which is extracted via the algorithm in §3.1. The error rates of these two test sets are shown in Fig. 15. The word error rate and the character error rate in the first test set are 14.71% and 14.16%, respectively. The word error rate and the character error rate in the second test set are 22.73% and 20.12%, respectively. The results show that our core design, CCE+SS, plays a significant role in improving the signal’s SNR and the recognition accuracy.

6.5.3 Voice Recognition. This section evaluates the performance of our network architecture for voice recognition. We compare it with a structure of SENet-CTC that the SENet refers to the network model of [14]. The test sets and the validation sets of these methods are set to be the same. The recognition results show that the average word error rates of our architecture and SENet are 14.71% and 39.48%, respectively, and the average character error rates of our architecture and SENet are 14.16% and 36.3%, respectively. We can find that our network can achieve a better recognition performance. The reason is that our network can effectively extract the global interactions and the local correlations in the time-frequency spectrum than SENet. Besides, Connectionist Temporal Classification (CTC) needs to match speech fragments with their corresponding text, which is very hard to resolve due to the variable speaking speed.

6.6 Case Study
To further verify the generality of AmbiEar, we conduct some experiments in everyday scenes. Some everyday objects (medicine box, calendar, photo album) are placed around the volunteer as reflectors, as shown in Fig. 13. The distance between people and reflector is 40cm and the distance between radar and reflector is 1.0m. The people sit still facing the reflector and the environment noise is 35dB. The average word error rate is 21.17% and the average character rate is 17.92%. Compared with the result of the iron plates under the same configuration, the average word error rate and the average character rate only increased by 5.29% and 3.17%, respectively. The results show that AmbiEar can work effectively in everyday scenes.

6.7 Validation
To further verify the correlation between the extracted time-frequency spectrum and the original voice signal, we conduct a validation experiment. We select five people’s voices pronouncing the numbers from “zero” to “nine”.

When the scenario is complex, the reflection points of multiple objects are too close that the DBSCAN algorithm mistakenly treats them as one object, resulting in a decrease in detection performance.
and their corresponding extracted time-frequency spectrums in the baseline experiment. These time-frequency spectrums are directly transformed to the time-domain signals by IFFT, called recovered voices. The original voice’s time-frequency spectrum of the number “one” pronounced by a volunteer and the corresponding extracted time-frequency spectrum are shown in Fig. 27(a) and Fig. 27(b), respectively. As we mentioned before, due to the sound attenuation in the air and the energy loss in the transformation from sound to vibration, the vibration signal has obvious spectral distortion compared with the original voice. The features of the recovered voice are concentrated in the low-frequency part while the high-frequency part is seriously distorted. These features of the original voice with small amplitudes are also difficult to be recovered. Nevertheless, the results show that the time-frequency spectrum of the extracted signal is similar with the low-frequency part of the original voice’s spectrum. We further invite fifteen volunteers to listen to the recovered voices and transcribe these numbers without hearing the original voices in advance. Each volunteer listens to ten random numbers and the recovered voice of each number is played five times in succession. Each group of numbers is randomly selected and some numbers may appear multiple times. The percentage of correctly transcribed numbers is shown in Fig. 28. We can find that the average percentage of correctly transcribed numbers is 48% and some numbers have an average transcription percentage above 80%. Since the recovered signals still have some spectral distortion, it is challenging to directly identify the recovered signals. However, we find that some numbers, such as “seven” and “nine”, can be almost directly distinguished. We believe that such time-frequency spectrums input can help our recognition network perform well.

7 DISCUSSION
In this section, we discuss some practical problems and potential opportunities, including multi-target scenarios, insufficient objects, and multipath effects.

7.1 Multi-target Scenarios
When more than one humans talk together, the interference of their voices must be considered. As the sound can only excite the surrounding objects’ vibrations in a limited range, AmbiEar can obtain the corresponding voices directly when the people are separated by a certain range. When two people are very close, AmbiEar can extract the mixed signal of the voices from the reflected signals. Then the classic voice separation algorithms can be applied to obtain the separated signals. In this way, it is possible that the voices from multiple people can be recognized simultaneously with a single radar. We leave this problem to be explored in our future work.

7.2 Insufficient Objects
Due to the occlusion of the human body or the change of the environment, the number of objects found in the surrounding detection module may be insufficient. In this case, The advantages of AmbiEar will be weakened, and the impact of environment acoustic noise will be more obvious. Considering that some objects are blocked by the human body in certain viewing angles, we can choose the optimal deployment position and angle when deploying our radar to solve this problem.

7.3 Multipath Effect
The multipath effect of mmWave signals is much weaker than other wireless signals (such as WiFi, LoRa, etc.) owing to its extremely high frequency. However, some “ghost images” may still appear in our scanning results. These “ghost images” are caused by the reflection of mmWave signals in propagation and can appear in the range-angle bins where there is no object, which affects the results of our surrounding detection module. To solve this problem, we can scan the environment in advance and only reserve the detection results corresponding to the actual objects.
7.4 System Limitation

Although our system performs well in appropriate usage scenarios, including suitable distances, enough reflectors, and tolerable environment acoustic noise, it suffers from some limitations in practice. First, in order to cause the reflectors’ vibrations, we should ensure that there are some reflectors that are easy to vibrate and are close to the users. In general, at least three reflectors at different positions are required to extract the voice signal and resist the noise from other positions. Secondly, due to the rapid attenuation of mmWave signals, the distance between people and the radar cannot be too far, otherwise it will cause the reflected signal to be buried in the electromagnetic noise. Finally, the environment acoustic noise that AmbiEar can tolerate is limited. Some noises that are similar to voice in frequency domain can degrade the performance of our system, such as the human voice and TV news close to reflectors. However, our system can resist some environmental interference when the main frequency of the sound is higher than our analysis band (0-1500Hz) or the sound only affects a few reflectors, such as the high-frequency noise from small appliances and the human voice from distant locations.

7.5 Data Collection

Our training set contains voice-induced vibration signals collected in different experimental settings. There are some details of data collection that need to be further considered, such as the volume and type of speakers. The volume of the speaker affects the sound’s SNR, while the speaker type affects the details of the sound’s time-frequency spectrum. Taking these factors into account when collecting data could further enrich our training set and may improve our system’s performance. Meanwhile, some spectral augmentation methods [30] can be applied to further improve the performance of our system.

8 CONCLUSION

In this paper, we present an indirect voice recognition system, namely AmbiEar, to liberate the restrictions on the human’s position and posture and achieve accurate voice recognition in NLoS scenarios. We believe that AmbiEar is an important complement to existing direct voice sensing methods. We explore the limitation of extracting voice directly and the possibility of extracting voice indirectly by mmWave sensing. Then we propose our system including a series of modules from surrounding detection to voice recognition. Our system can extract voice-related vibration parts from the objects around the human body and use multiple reflection signals to achieve signal enhancement and voice recognition. Extensive experiments under real-world scenarios show that AmbiEar can effectively infer the voice in NLoS scenarios.
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