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ABSTRACT
Time-Slotted Channel Hopping (TSCH) is a popular link-layer protocol defined in the IEEE 802.15.4e standard that improves the reliability and throughput of wireless sensor networks by exploiting diversity in both time and frequency. Despite the body of literature proposing several scheduling schemes for TSCH, a gap yet to be filled is the design of an effective way to deal with internal and external interference, which are both known to strongly affect communication performance. In fact, existing works either make use of a fixed schedule (and hence cannot cope with interference), or require extra control traffic (and hence increase energy consumption). In this paper, we present SmarTiSCH, an interference-aware engine for IEEE 802.15.4e-based networks that retains the simplicity and energy-efficiency of autonomous scheduling, while increasing the awareness as well as robustness to both internal and external interference. With SmarTiSCH, the nodes in the network infer the presence of interference and react to it without the need of extra control traffic. Specifically, SmarTiSCH enables each node to infer the interference by passively observing existing data exchanges. It then lets a pair of nodes exchange information and mutually agree on a proper strategy to mitigate interference without the need of extra transmissions. We implement SmarTiSCH in Contiki and evaluate its performance on a testbed of 20 off-the-shelf IEEE 802.15.4 devices based on the nRF52840. Our results show that SmarTiSCH increases the reliability of transmissions by up to 2.9 times compared to state-of-the-art approaches in the presence of interference, while even lowering the duty cycle by 54.3%.
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1 INTRODUCTION
Time-Slotted Channel Hopping (TSCH) [14] as defined in the IEEE 802.15.4e standard is a TDMA-based MAC protocol combined with channel hopping that is explicitly designed to satisfy the requirements of industrial and mission-critical IoT applications. The design of the TSCH scheduler allocating timeslots and channels to the various links is not specified by the standard, and is left up to the system designer. Despite decades of research on how to increase the reliability of wireless communications, the scheduling of timeslots and channels in TSCH under interference still presents unique challenges: the packet delivery rate needs to be maximized for a dependable communication performance, whilst the transmission overhead in building and maintaining the schedule should be reduced to a bare minimum, so as to maximize the network lifetime.

Interference is known to strongly affect the network performance [17, 55] as it causes transmission failures between nodes and external interference. It can be either internal (i.e., caused by other sensor nodes operating in the same IEEE 802.15.4 network) or external (i.e., caused by nearby wireless appliances employing other radio technologies that utilize the same frequencies). The robustness of communications to interference is hence an important consideration when designing schedulers.

Existing works propose many schedulers to either maintain information about interference with extra cost, or to fix the scheduling rules despite the unpredictability of interference. None of them allow to achieve awareness of interference with energy efficiency. To minimize interference, centralized or distributed schedulers [34, 46, 52] first obtain either a global view of interference at the coordinator or a local picture of interference at every node, and then adjust the timeslots or channels accordingly, which requires extra control traffic. This increases the energy expenditure of nodes and may nullify the benefits introduced to mitigate interference.

Autonomous TSCH schedulers [9, 24] achieve a more energy-efficient scheduling by interacting with the routing layer and utilizing a simple hash function to autonomously derive which timeslots to use. These schedulers randomly allocate timeslots, which inevitably produces an inefficient allocation on the links whose transmissions interfere with each other, and rely on blindly channel hopping to re-transmit packets corrupted by nearby wireless appliances (e.g., Wi-Fi devices). As a consequence, in the presence of internal or external interference, the packet delivery rate drops and the energy expenditure of nodes may drastically increases due to the necessary re-transmissions.

To increase the robustness to interference, our key design objective is to enrich the nodes with awareness of interference with minimum energy cost. This seems a catch-22 dilemma, as autonomous scheduling schemes lack the information exchange to gain understanding of interference, whereas other approaches to gather information about interference require extra control traffic.

We solve this problem by observing that the existing data exchanges between nodes in a TSCH-based network already provide
enough clues that can be accumulated and exploited to construct the understanding of interference, forming the basis for subsequent reaction. We hence propose and design SmarTiSCH, an interference-aware engine for schedulers in IEEE 802.15.4-based networks that allows the various nodes in the network to effectively deal with interference using only locally-available information. After letting each node autonomously infer the presence of internal and/or external interference, SmarTiSCH allows an efficient exchange of information such that two nodes can mutually agree on a strategy (timeslot or channel adaption) to deal with interference. It does so by embedding the interference mitigation strategy in the timing of acknowledgement packets (ACKs), and by triggering a new rendezvous in a customized control channel should the nodes need to re-transmit the packets corrupted by interference.

In summary, this paper makes the following contributions:

1. We present the design of SmarTiSCH, an interference-aware engine for IEEE 802.15.4-based networks that enables each node to passively observe the presence of interference utilizing fine-grained information conceived in existing data exchanges. Based on this information, SmarTiSCH locally infers the presence and severity of interference.

2. SmarTiSCH utilizes a simple but effective mechanism to allow every node pair to react to interference with no extra control traffic. It does so by re-transmitting data corrupted by interference in a customized control channel, and by enabling the information exchange by shifting the timing of ACK packets. This allows the node pair to ultimately agree on the mitigation strategy and effectively handle interference.

3. We implement SmarTiSCH on the popular Contiki-NG operating system and evaluate its performance experimentally on a public testbed. Our results show that SmarTiSCH outperforms state-of-the-art schemes such as Orchestra in the presence of both internal and external interference.

This paper proceeds as follows. Sect. 2 provides some background on TSC and Sect. 3 summarizes related work. We present the basics of SmarTiSCH in Sect. 4. Sect. 5 provides a high-level overview of SmarTiSCH and its main functional blocks. Sect. 6, 7, and 8 describe the inner working of these functional blocks, which enable, respectively, a passive observation of interference, the inference of its presence and severity, as well as the reaction to it. After discussing practical design issues in Sect. 9, we illustrate the results of our experimental evaluation in Sect. 10 and conclude in Sect. 11.

2 BACKGROUND

The idea behind the design of TSC was applied to Low-power and lossy networks (LLNs) and standardized as WirelessHART [7], ISA 100.11a [44], and IEEE 802.15.4e [14]. In this section, we first provide some background on the operations of TSC, and we then describe the two types of interference that may affect its performance.

In an IEEE 802.15.4 network employing TSC [14], low-power nodes form a globally synchronized mesh network. Time is cut into timeslots, which are typically 10 ms long and enough for each link to complete a packet transmission with acknowledgement. Timeslots are grouped into slotframes. A slotframe is a two-dimensional time-frequency schedule table that indicates how every link in the network uses a given timeslot and channel combination to transmit or receive information. For brevity, we call the timeslot and channel combination as cell in the rest of this paper. Fig. 1 shows an exemplary slotframe of a simple network using TSC: there are 24 cells combined by 6 timeslots (0-5) and 4 channels (0-3). The slotframe iterates in the time domain and each link is allocated a cell, indicating when to transmit/receive and which channel to use.

Source and characteristic of interference. Internal interference is an inherent problem of TSC. In each slotframe, the links that use the same cell suffer from internal interference if they are sufficiently close to each other. In Fig. 1, the links $E \rightarrow B$ and $C \rightarrow A$ both use the cell of timeslot 3 and channel 3. Here we name the cell with at least two links allocated as shared cell. Assuming that the nodes of the links in shared cell are in each other’s communication range, they may face packet collisions when sending data. This may either result in a complete loss of information at all nodes, or only on some of the nodes, e.g., when capture effect occurs and the stronger signal can be successfully demodulated [39]. Therefore, to handle internal interference, the allocation of cells in a slotframe to the various links in a network needs to be carefully scheduled. Though IEEE 802.15.4e standard [14] provides a back-off mechanism for nodes to re-transmit lost packets after a random number of slotframes, the links in shared cell face high link loss under high traffic load, as they contend the channel resources of the same cell.

External interference comes from the traffic of co-located wireless devices that do not belong to the IEEE 802.15.4 network, but operate in the same frequencies, e.g., Wi-Fi devices. Fig. 1 shows a scenario where external traffic exists in channel 1. In this exemplary slotframe, the links communicating in the cells shadowed in grey ($A \rightarrow C$, $B \rightarrow A$, and $B \rightarrow D$) may suffer from external interference in an interfered channel. TSC uses channel-hopping to deal with external interference, i.e., it selects a different frequency over time. This allows two nodes to eventually escape interference and successfully exchange data, although at the price of a longer latency when hopping “blindly”. The performance of channel hopping can be increased by first getting an estimation of the quality of all channels and by then selecting a subset of good channels to be used for communication. To this end, one can either use only good channels by means of channel whitelisting [10], or avoid the use or poorly-performing channels by means of channel blacklisting [8].

![Figure 1: Exemplary slotframe built by TSC and impact of internal and external interference. The links in the shared cells with red diagonal lines suffer from internal interference due to an overlapping cell allocation. The links using the grey cells make use of a channel that overlaps with the transmissions of a co-located Wi-Fi device and may hence suffer from external interference.](image-url)
3 RELATED WORK

Several works have studied the design of low-power MAC protocols [6, 30, 42] and the problem of interference mitigation in LLNs [4, 16, 27]. We focus next on the body of works to mitigate interference on top of standardized TSCH, which can be divided into centralized, distributed, and autonomous approaches.

Centralized approaches. One approach for interference mitigation consists in collecting information at the network coordinator, who then derives a corresponding mitigation strategy [7, 31, 32, 34, 40, 44, 47, 49, 53]. To handle internal interference, the network coordinator (e.g. the root node of the RPL tree in a LLN) first collects connectivity information about all nodes in the network. It then uses an algorithm to derive a slotframe schedule without shared cells, and disseminates it back to all nodes. To mitigate external interference, these works use channel blacklisting on top of channel hopping that proves valid in industrial environments [48]. The coordinator performs channel quality estimation based on channel detection or the historical communication performance of each link. It then builds a blacklist of low-quality channels and then broadcasts it to all nodes, so that they can avoid using interfered channels [7, 44]. Unfortunately, the control traffic overhead to derive an effective timeslot allocation and channel selection for all nodes in the network in centralized approaches is extremely high, which results in a high energy expenditure.

Distributed approaches. Another approach consists in allowing nodes to locally exchange control packets with their neighbors. This allows to handle internal interference by gathering local information about network traffic and by negotiating a new cell on-the-fly [21, 28, 29, 33, 41, 52]. In a similar way, neighboring nodes can locally analyze the quality of the channels used to communicate and agree on which ones to blacklist, so to deal with external interference [13]. To enable the detection of interference on a blacklisted channel, some works also propose adaptive channel selection techniques using a combination of centralized whitelisting and distributed blacklisting [8, 10, 18, 45, 46]. Whilst all these works provide nodes with the ability to detect and mitigate interference, they incur extra energy costs, due to the additional communication overhead. Although such an overhead is lower than that of centralized approaches, it is still far from being negligible.

Autonomous approaches. The idea behind autonomous scheduling is to let each node resolve its slotframe by hashing the node addresses rather than by exchanging control packets [9, 11, 24, 25]. Autonomous approaches hence reduce the energy cost of scheduling to zero, but cannot give guarantees on the reliability of transmissions in the presence of internal or external interference. In fact, because nodes do not exchange information, they are never aware about the presence of interference at neighboring nodes. As a result, one relies exclusively on fixed schedules to allocate cells to the various links in the network, despite the unpredictability of interference. To mitigate external interference, these schedulers only make use of channels that are expected to be less interfered by Wi-Fi devices (e.g., IEEE 802.15.4 channels 15, 20, 25 and 26). Note that we cannot simply add blacklisting to autonomous scheduling to handle external interference. Even though the transmitter and the receiver can detect external interference and blacklist the channel based on local observation, they cannot blacklist the same channel at the same time due to the asymmetry of their observations. To better emphasize the limitations of state-of-the-art autonomous schedulers, we implement L-Orchestra (link-based Orchestra) [24] in a dense network of 20 nodes with interference, and find that the packet delivery rate decreases significantly, i.e., the PDR of L-Orchestra decreases by 43.0% and 44.9% under harsh internal and external interference, respectively. We track all the packets lost and show the distribution of link loss in Fig. 2. As shown in Fig. 2 (left), under high traffic load the lost packets are usually transmitted in a shared cell (in 86.7% of the cases when sending 90 packets/min). In practice, at least two links will be allocated shared cells with a probability of 97.7%. When Wi-Fi traffic is present (in Wi-Fi channel 2), the link loss in the interfered ZigBee channel (IEEE 802.15.4 channel 15) is much higher than that in other channels. As shown in Fig. 2 (right), the proportion of link loss in channel 15 is 76.19%. More details about the employed experimental setup and obtained results can be found in Sect. 10.

Summary. The main obstacle of existing schedulers to mitigate interference is to gain awareness of interference with minimum energy expenditure. Centralized or distributed schedulers collect information about interference based on extra channel detection and packet exchange, while autonomous schedulers resolve the scheduling with minimum cost, but are exposed to unpredictable interference in the network. Experimental evidence shows that the reliability of a state-of-the-art autonomous scheduler sharply declines under interference, with the link loss being mainly caused by transmissions in the same shared cell or in an interfered channel. This scheduler hence requires a method to smartly adapt the schedule by changing the cell or by avoiding interfered channels.

4 SmarTiSCH: BASICS

We first present the challenge to obtain and utilize awareness of interference for schedule adaption, then show the basics of SmarTiSCH that handle this challenge and form the basis for the engine to mitigate interference.

Challenges. While all the nodes are able to observe the interference by recording link loss, it is hard to make a node pair utilize the awareness for autonomous schedule adaption (to change the cell or to blacklist interfered channels). On the one hand, the node pair gets asymmetric picture of interference and needs to find a track to exchange information without extra packets. On the other hand, this track should be very reliable for consistent adaption even under interference. If not, the asynchronous schedule adaption of the node
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Figure 3: Design overview of SmarTiSCH. SmarTiSCH is an interference-aware engine which helps each link in the network to collect information about interference from existing data exchanges and then adapts the data schedule to mitigate the presence of interference.

pair will have dire consequences. For example, if the transmitter changes the cell but the receiver does not, then the transmissions of the node pair always fail due to cell mismatch.

Channel splitting. SmarTiSCH logically splits all available channels into data and control channels, and the latter provide a reliable way to utilize the awareness of interference. Data channels are used for normal communications, whereas control channels are used for network formation (e.g., to broadcast enhanced beacons) and re-transmission of lost packets (packets with no ACK), where the information about interference is smartly embedded. In control channels, both internal and external interference are minimized. Nodes do not use control channel to directly communicate, so the packets in control channels are much fewer. SmarTiSCH also configures the control channel to reduce external interference. In one of the configurations used to evaluate SmarTiSCH in Sect. 10, for example, we select channels 15, 20, 25, and 26 (i.e., those that do not overlap with the main Wi-Fi channels) as control channels. We detail the channel selection in Sect. 9.2.

Schedule initialization. SmarTiSCH also reduces the interference in control channels when initializing the schedule during the network formation. SmarTiSCH uses RPL for network formation\(^1\) and lets each node maintain a link with its parent and all its children. To initialize the scheduling for each link, SmarTiSCH first derives the cell allocation following the principles of autonomous scheduling schemes. For each directional link in the network, we denote the transmitter’s address and receiver’s address as \(ID(S)\) and \(ID(R)\), respectively. Each link is given a data cell, i.e., a timeslot (TS) and a frequency offset (FO) in the slotframe with \(SL\) timeslots and \(N_D\) data channels. SmarTiSCH also allocates each link a control cell in \(N_C\) control channels denoted by control timeslot (CTS) and control frequency offset (CFO). The allocation of these cells for each link follows these equations:

\[
TS = \text{mod}(\text{Hash}(ID(S) + \alpha_1 ID(R)), SL) \\
FO = \text{mod}(\text{Hash}(\alpha_2 ID(R)), N_D) \\
CTS = \text{mod}(\text{Hash}(ID(S) + \alpha_2 ID(R)), SL) \\
CFO = \text{mod}(\text{Hash}(\alpha_2 ID(R)), N_C)
\]

Here, the coefficient \(\alpha_1\) and \(\alpha_2\) is used to differentiate data and control cells (\(\alpha_1 = 256\) and \(\alpha_2 = 255\) in our implementation). When two links are allocated the same data cells, it is very likely that they will be allocated different control cells. This allows SmarTiSCH to effectively mitigate internal interference in the control channel, as one link will set up a new rendezvous in the control cell and promptly deal with the packet loss caused by simultaneous transmissions in the data cell shared by another link.

5 SmarTiSCH: DESIGN OVERVIEW

SmarTiSCH is an interference-aware engine for IEEE 802.15.4e networks based on TSCH that retains the simplicity and energy efficiency of autonomous scheduling, while increasing the awareness as well as robustness to both internal and external interference. Specifically, SmarTiSCH utilizes the existing data exchanges between the nodes to observe and react to interference.

Fig. 3 sketches the key modules of SmarTiSCH and illustrates how they operate on a link-level. After forming the network and initializing the schedule of each link, SmarTiSCH allows each node to infer the presence of interference and adapt the schedule accordingly at runtime, so to increase the reliability of communications. This is achieved in three steps, each of which is linked to a separate module in SmarTiSCH. First, each node efficiently collects fine-grained information about interference based on the exchanged data thanks to the passive observation module, which is detailed in Sect. 6. This module provides information to the inference of interference module, which then analyzes whether the link experiences internal or external interference and keeps track of the severity of such interference, as detailed in Sect. 7. In case interference is present on a link and affects its performance severely, this module triggers the reaction to interference module, in which the link decides a proper strategy to mitigate interference as detailed in Sect. 8. Specifically, the receiver re-transmits data in the control channel, and embeds information in the timing of the ACKs to inform the transmitter about the chosen strategy to handle interference.

6 PASSIVE OBSERVATION

We describe next the passive observation module of SmarTiSCH, which makes each node locally collect information about interference out of the existing data exchanges. Our key observation is that each node can implicitly obtain knowledge about the presence of interference by recording the outcome (status) of ongoing transmissions over time. For example, nodes receiving a valid packet, but destined to another recipient, can immediately notice the presence of internal interference. In SmarTiSCH we hence let every node passively observe interference by recording the status of each transmission, where the status is related to the presence or absence of internal and external interference. Note that the status is logged individually by the transmitting and receiving node, and it strongly depends on whether the transmitter has data to send in the timeslot.

\(^1\)RPL is the IPv6 routing protocol for LLNs standardized in 2012 [51]. For more information on RPL, please refer to [22].
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**Figure 4:** Status in the absence of data traffic. When the transmitter has no data to send, it sleeps in the allocated timeslot. The receiver, instead, listens to the channel and collects information about the presence of interference.

**Status in the absence of data traffic.** Fig. 4 shows the possible status of transmitter and receiver in case the former has no data to send. In TSCH, a transmitter with no data to send sleeps for the entire duration of the allocated timeslot, whereas the receiver still keeps its radio on to check for packets. Therefore, the transmitter obtains no information about the presence of interference. The receiver, instead, can get a different status depending on the interference conditions. Specifically, the receiver senses a clear channel in the absence of interference; it senses an invalid signal (e.g., by detecting a high energy but failing to decode a packet) under external interference, and overhears a packet destined to another receiver in the presence of internal interference.

**Status in the presence of data traffic.** Fig. 5 shows the possible status of transmitter and receiver in case the former has data to send\(^2\). We distinguish between three conditions: (i) absence of interference, (ii) presence of external interference, and (iii) presence of internal interference.

**Absence of interference.** If interference does not occur during a transmission, the receiver should correctly receive a packet, and the transmitter should correctly receive the corresponding ACK. In case one of the packets is received with a much higher signal power (e.g., with a difference higher than the radio’s co-channel rejection ratio, which is typically about 3 dB), instead, capture effect occurs \([39]\). This means that the receiver can successfully demodulate the stronger of the two signals, correctly receiving the packet. Depending on whether the received packet is from the expected node or not, a receiver will either experience no interference (and transmit the ACK back), or will overhear a packet destined to another recipient (and not transmit any ACK).

**Internal interference.** If internal interference is present, packet reception is impaired due to the simultaneous transmissions of other nodes in the network in the same cell. In case the simultaneous transmissions are received by a node with a similar signal power, this results in a collision at the receiver (invalid signal), which will therefore not transmit an ACK. In case one of the packets is received with a much higher signal power (e.g., with a difference higher than the radio’s co-channel rejection ratio, which is typically about 3 dB), instead, capture effect occurs \([39]\). This means that the receiver can successfully demodulate the stronger of the two signals, correctly receiving the packet. Depending on whether the received packet is from the expected node or not, a receiver will either experience no interference (and transmit the ACK back), or will overhear a packet destined to another recipient (and not transmit any ACK).

**External interference.** If external interference is present, RF activities may occupy the channel at any time, although they typically occur in bursts \([3]\). In such a case, the transmitter may sense a busy channel when performing a CCA check prior to the transmission of a packet. Alternatively, the transmitter detects a clear channel and transmits a packet, which may not be received correctly at the receiver. Consequently, the receiver does not acknowledge the packet reception, as it senses activity in the channel but cannot successfully parse a packet. It may also happen that the transmitter transmits a packet, which is correctly decoded by its intended receiver, but the ACK packet responded by the receiver is lost.

**Collection of additional information.** In addition to the status of transmitter and receiver at each timeslot, SmarTiSCH also makes sure that a receiver node records duplicated packets (i.e., whether a message has already been received before), as this is a hint that the transmitter did not receive an earlier acknowledgement. Furthermore, SmarTiSCH also lets each receiver proactively sense the channel by monitoring the received signal strength (RSS) \([15, 19, 43, 54]\). As dedicating an entire timeslot for RSS sampling would drain the device battery, SmarTiSCH lets instead a receiver device seamlessly collect RSS samples (up to eight in our implementation) in the channel during reception\(^3\). That is, when the receiver fails to detect a packet, it still collects RSS information that can be used to infer the presence of interference, as discussed in the next section.

### 7 INFERENCE OF INTERFERENCE

We now describe the *inference of interference* module of SmarTiSCH, which allows to infer the presence of interference based on the information collected by the passive observation module.

#### 7.1 Inference from Short-term Observations

SmarTiSCH makes use of a receiver-dominant design principle to infer the presence of interference at each transmission, i.e., the receiver is in charge of short-term observations. This principle is...

---

\(^2\)Note that Fig. 5 does not embed all the possible combinations described in the text.

\(^3\)Note that the collection of RSS samples is orthogonal to the packet reception and does not incur an additional energy expenditure.
7.2 Inference from Long-term Observations

Using the aforementioned method, the receiver in SmarTiSCH is able to transform local information including (i) the recorded status, (ii) an analysis of RSS samples, and (iii) the existence of duplicate packets to the presence or absence of interference at a given timeslot. To properly react to interference, each node should have a long-term observation about the severity of a link’s interference.

Considering that the nodes use very low power (so to achieve a long lifetime), the method to infer the intensity of interference should have minimal overhead. SmarTiSCH uses the interference probability to capture the intensity of internal and external interference, respectively. To efficiently monitor the channel quality, SmarTiSCH uses the Exponentially Weighted Moving Average (EWMA) because of its quick computation and stability. Let $P_i$ be the receiver’s estimated probability of a certain type of interference at the $i^{th}$ timeslot: the receiver can update $P_i$ as follows.

$$P_i = \begin{cases} \frac{1}{\lambda}(1-\lambda)P_{i-1} + \lambda, & \text{Interference} \\ (1-\lambda)P_{i-1}, & \text{No interference} \\ P_{i-1}, & \text{Not clear} \end{cases} \tag{1}$$

where $0 < \lambda \leq 1$ is a weight for a new sample. Note that a large $\lambda$ yields a fast decay of older information and thus leads to a faster detection of interference (but to a lower stability). We set $\lambda$ according to the slotframe length in our implementation.

To capture the intensity of the internal interference quicker, SmarTiSCH can set the initial value of $P_i$ based on the traffic load of the network. To increase the confidence when inferring the presence of external interference, a node that serves as parent of multiple children can also merge several observations, as external interference is likely to affect all the nodes in the same area.

When the detected interference is severe, i.e., when the interference probability exceeds a predefined threshold (0.3 in our implementation), the receiver will select a mitigation strategy based on the reaction to interference module, which is described next.

## 8 Reaction to Interference

In this section, we detail the design of the reaction to interference module of SmarTiSCH. Now that the receiver of the link infers the interference based on status, it needs to share the inference with the transmitter so that they take consistent reactions. For this purpose, the transmitter and the receiver autonomously enter the control channel and use the allocated cell in control channel to re-transmit the interfered data packet. The receiver embeds information about the chosen mitigation strategy in the ACK packet that is sent back to the transmitter: it does so by tuning the instant of time at which ACK packets are sent. The rest of this section will elaborate on the design of data re-transmissions, on the tuning of the ACK timing, and on the strategies to mitigate interference.

### Table 1: Relationship between the transmission/reception status and interference

<table>
<thead>
<tr>
<th>Receiver status</th>
<th>Transmitter status</th>
<th>CCA busy</th>
<th>ACK received</th>
<th>No ACK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clear channel</td>
<td>No internal interference</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>No external interference</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overheard packets</td>
<td>Internal interference</td>
<td>Internal interference and N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>No external interference</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Packet received &amp; ACK sent</td>
<td>(Internal interference)</td>
<td>(Internal interference)</td>
<td>N/A</td>
<td>Internal interference or N/A</td>
</tr>
<tr>
<td></td>
<td>External interference</td>
<td>External interference</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Invalid signals</td>
<td>(Internal interference)</td>
<td>(Internal interference)</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

motivated by two observations from passive observation module. First, in the absence of data traffic, the transmitter sleeps and only the receiver wakes up and obtain information about interference. Second, in the presence of data traffic, the information collected by the receiver covers that of the transmitter, which will be analyzed later. Therefore, the receiver has an advantage with respect to the collection of interference-related information.

Table 1 summarizes the absence or presence of interference as a function of both the transmitter status and the receiver status. Note that an entry “N/A” in the table means that the status combination cannot occur, whereas “(Internal interference)” means that internal interference may or may not occur during the data transmission on top of external interference. In practice, both transmitter and receiver only have a local perspective on the current status: the transmitter/receiver only have knowledge about the corresponding column/row, respectively, as they are not aware of the status of the other device. We enumerate and discuss next that the receiver can resolve any ambiguity without knowing the transmitter status.

**Clear channel.** If a receiver detects a clear channel, then it can unambiguously infer the absence of any interference.

**Overheard packets.** If a receiver has overheard a packet destined to another node, it can unambiguously infer the presence of internal interference. Note that, in principle, also external interference may be affecting the link, as the transmitter may have experienced a CCA check failure. This case, however, is rather unlikely, and could be inferred by the receiver through an analysis of the RSS samples.

**Packet received & ACK sent.** In case the receiver has successfully received a packet and sent the corresponding ACK, it cannot know whether external interference affects the link, i.e., whether the transmitter receives its ACK correctly or not. However, the receiver can still infer the status of the transmitter by keeping track of its future transmissions. In fact, the transmitter will re-transmit the packet if it has not been acknowledged: this will result in the reception of a duplicate packet in the next slotframe.

**Invalid signal.** In case the receiver detects an invalid signal, a node can infer the presence of external interference when the average value of all the collected RSS samples exceeds a pre-defined threshold (−60 dBm in our implementation), as external interference continues in the channel and is typically generated by devices operating at a higher power than IEEE 802.15.4 nodes.
8.1 Ensuring Consensus

Data re-transmission in the control channel. After the transmitter and the receiver have separately observed the presence of interference, they will autonomously enter the cell in control channel, in order to attempt a data re-transmission. Note that nodes do not make use of the control channel in case they have inferred the absence of interference. This is important, as it minimizes the utilization of the control channel.

The decision logic of both the transmitter and the receiver is shown in Fig. 6. When internal interference corrupts the data packet, the transmitter senses no ACK and the receiver cannot parse a packet during reception (invalid signal due to packet collision or overheard packet due to capture effect). Both nodes will hence enter the cell in the control channel for data re-transmission. Similarly, when external interference is present, the transmitter senses a busy channel when performing a CCA check prior to the data transmission or sends a packet but receives no ACK. The receiver also senses an invalid signal when listening to the channel for the possible packet from the transmitter. They both decide to use the cell in control channel for data re-transmission. Note that SmarTiSCH is also able to handle external interference that is not detectable by the sender. When this situation occurs, the receiver detects invalid signals and listens in the slot operating on the control channel: hence, the transmitter receives no ACK in this slot and also re-transmits the packets in the control channel. Therefore, both transmitter and receiver use the slot in the control channel for data re-transmission.

Tuning the ACK timing. Other than allowing an attempt for data re-transmission, the cell in the control channel also provides the opportunity for the receiver to inform the transmitter of the strategy it selects. Basically, there are three strategies for reaction, which correspond to the three possible conditions, i.e., no interference, internal interference, and external interference. SmarTiSCH adapts the schedule autonomously, so this information cannot be transferred by making use of extra control packets, which would go against the principles of autonomous scheduling. In SmarTiSCH, we let the receiver embed information about the chosen interference mitigation strategy in the timing of the ACK packet sent back to the transmitter, as shown in Fig. 7. This operation is inspired by time modulation in cross-technology communication [23]. The idea behind the modulation of the ACK to communicate a strategy allows to keep SmarTiSCH fully autonomous while also standard-compliant: in fact, SmarTiSCH does not require any changes in the packet format. This operation is also reliable despite the synchronization error between the transmitter and the receiver. This is because the transmission and reception of a packet builds a unified synchronization event between the transmitter and the receiver.

Specifically, the transmitter begins listening to the ACK after 600 𝜇s, while the receiver transmits the ACK after 1080 𝜇s by default. Therefore, the timing of ACK packets can be used to represent different symbols. Specifically, SmarTiSCH lets the receiver anticipate the ACK by 320 𝜇s to represent the strategy handling internal interference, whereas it delays the ACK by 320 𝜇s to represent the strategy handling external interference. The transmitter will correspondingly identify the strategy by checking the receiving time of the ACK. If the ACK has not been shifted, then transmitter and receiver will remain in the current cell for data transmissions. In this way, both transmitter and receiver can agree on the strategy chosen to mitigate the presence of interference.

8.2 Strategies to Handle Interference

SmarTiSCH utilizes timeslot adaption to handle internal interference and channel blacklisting to handle external interference. To handle internal interference, timeslot adaption is simple but effective, as the parameters about frequency depend on the receiver. To handle external interference that persists in one channel, we utilize the channel blacklisting technique.

Since the information embedded in the ACK timing is very limited, how to ensure that the strategy is consistently and appropriately implemented by either side needs further consideration. Our design of this part includes three different cases:
We discuss next a few practical implementation aspects.

9.1 Slotframe Settings
In our implementation of SmarTiSCH, we define three types of slotframe with different lengths to support network formation and to exchange data between nodes. The first type of slotframe is used to exchange EBs, and has a length of 397 timeslots (same setting as in Orchestra). The second type of slotframe is used to exchange unicast packets in the data channels and to carry out their re-transmission in the control channels. The length of this slotframe is adjustable, and is commonly selected as a prime number. In our implementation we select lengths between 17 and 71 timeslots. The third type of slotframe has a length of 31 timeslots and is used to send RPL control packets for network formation.

9.2 Channel Selection
The selection of which channels to use in SmarTiSCH is flexible depending on the spectrum availability in the scenario at hand. A simple channel selection consists in using the four IEEE 802.15.4 channels in the 2.4 GHz band that are the least interfered from Wi-Fi (i.e., 15, 20, 25, 26) as done in [9]. In this setting, SmarTiSCH uses channel 26 as control channel and channels 15, 20, 25 as data channels. This choice is driven by the fact that channel 26 does not overlap with any of the IEEE 802.11 channels operating at 2.4 GHz, and it is therefore unlikely to suffer from heavy Wi-Fi interference.

When all IEEE 802.15.4 channels are available, there will be three channel sets in SmarTiSCH. The control channel set including channels 15, 20, 25 and 26 will be used for sending control packets like EBs and data re-transmissions. Two data channel sets are used for normal unicast packets: one of them uses the channel hopping sequence 11, 16, 21, 13, 18, 23; the other one uses the channel hopping sequence 12, 17, 22, 14, 19, 24. The use of frequency sets retains the advantage of frequency hopping [48] while decreasing internal interference, since two links using different frequency sets will not affect each other’s communications. Note that when there are multiple data channel sets, SmarTiSCH also allocates the frequency set (FS) during the schedule initialization as follows:

\[ FS = \text{mod}(\text{Hash}(ID(R)), N_{DS}) \]

where \( N_{DS} \) is the number of data channel sets, and \( ID(R) \) is the address of the receiver.

9.3 Minimizing the energy cost
SmarTiSCH minimizes the energy cost caused by idle listening for interference mitigation by carefully designing the decision logic at the receiver side: the idea is that a node only listens in the control channel in the presence of interference. As shown in Figure 6, when no interference exists, the receiver detects a clear channel or the sender’s transmission, and – after sending an ACK – then skips listening, i.e., it sleeps in the slots assigned in the control channel. As a result, when there is no interference or after the interference is handled by SmarTiSCH, the receiver listens and collects information only in the slots assigned in data channel, i.e., the slots that are commonly used for data transmission in a TSCH network.

10 EVALUATION
We evaluate the performance of SmarTiSCH experimentally and compare it to the state-of-the-art, focusing on receiver-based Orchestra (Orchestra) [9] and link-based Orchestra (L-Orchestra) [24]. Note that SmarTiSCH here refers to the link-based Orchestra with our engine. Unless differently specified, these three protocols all use four channels (15, 20, 25 and 26). We also evaluate the protocols using all 16 ZigBee channels in 2.4GHz, and make “X-16” denote protocol X with 16 channels. For example, “SmarTiSCH-16” refers to SmarTiSCH using all 16 channels with configuration detailed in Sect. 9.2. Note that we do not compare SmarTiSCH with A3 [25] because they target different problems and are complementary to each other to improve the performance of a TSCH-based network. A3 proposes to fulfill high traffic demands at the links near the root node by allocating more slots for those links, while SmarTiSCH enables the nodes to detect and handle interference. As they both

\[ L\text{-Orchestra implements the core idea behind the link-based scheduling of ALICE and further improves performance by relaxing the frequency scheduling to the receiver only [11], which enables the receiver to simultaneously receive packets from multiple senders. L-Orchestra does not implement the cell change function in each slotframe. As demonstrated by [11], L-Orchestra has a similar average performance as ALICE.} \]
provide an engine for link-based autonomous scheduling, it is possible to use either method to improve network performance. We will investigate a combination of these two schemes in future work.

After describing our experimental setup (Sect. 10.1), we first evaluate the performance of SmarTiSCH in the presence of internal interference (Sect. 10.2), and then we artificially generate Wi-Fi interference to evaluate the performance of SmarTiSCH under external interference (Sect. 10.3). We also evaluate the efficiency of SmarTiSCH in terms of control channel utilization and in terms of successful strategy exchanges (Sect. ??).

10.1 Experimental Setup

We implement Orchestra, L-Orchestra and SmarTiSCH on Contiki-NG, and use RPL with storing mode on top. We evaluate the performance of SmarTiSCH on a dense multi-hop network consisting of 20 nRF52840 nodes deployed in a 50m² area [35, 36, 38], showing that internal interference can cause severe issues across the links in the network. We then generate reproducible Wi-Fi interference using JamLab-NG [37] and show how external interference also negatively affects network performance. We emulate a data collection application at the root note (convergecast), i.e., each node generates packets with a predefined traffic load, and transfers the packet with a payload length of 50bytes to the root node along the upward links. Our implementation supports LLNs with dense deployment and heavy traffic under interference, which have been investigated in diversified use cases [20, 24, 55]. Each experiment lasts for ten minutes, and SmarTiSCH always works as an engine to detect and react to the interference. Unless otherwise specified, we set \( \lambda = 0.35 \) and 0.3 when producing the internal and external interference, respectively. When detecting external interference, the nodes blacklist the channel for 100 slotframes.

10.2 Performance under Internal Interference

We start by evaluating the performance of SmarTiSCH under internal interference against the state-of-the-art. Then, we analyze the link loss by tracking every lost packet and show the effectiveness of SmarTiSCH to handle internal interference.

Setup. We set the traffic load of each node as 30, 60 and 90 packets/min to generate different levels of internal interference. Note that the traffic load is much higher than the usual set (e.g., 2 packets/min) in a large sparse network, so the nodes in our set can also be regarded as the nodes with heavier traffic (e.g., parent node with a subtree of tens of nodes) in a large network. These nodes are often the bottleneck of the whole network [24, 25]. We then fix the length of the slotframe used to exchange unicast data to 13 timeslots to support such heavy data traffic, and at least two links will be allocated a shared cell with a probability of 97.7%. The traffic rates used for evaluation are similar to the ones chosen by ALICE [24], which supports LLNs with dense deployment and heavy traffic. This resembles real-world applications such as electronic shelf label systems with thousands of nodes and heavy traffic as well as industrial IoT systems monitoring environmental quantities, where sensor nodes require frequent data reporting for data analytics [20, 50, 55]. We evaluate the performance of SmarTiSCH and compare it with Orchestra and L-Orchestra in terms of: (i) average packet delivery ratio (PDR), (ii) average end-to-end latency from node to coordinator, (iii) average duty cycle of all nodes in the network, as well as (iv) link loss rate, i.e., the percentage of packets that were transmitted, but not ACKed. We also compare SmarTiSCH to SmarTiSCH-16 to observe the effect of the number of used channels. In each experiment, 8600 to 26300 packets are transmitted to the sink for of ten minutes. Each experiment is repeated ten times.

PDR. Fig. 8(a) shows the average packet delivery ratio of the three protocols at different traffic loads. SmarTiSCH sustains a PDR that is 32.4% higher than that of Orchestra, as well as 10.5% higher than that of L-Orchestra. Note that the gap between SmarTiSCH and L-Orchestra is larger when the traffic load is higher. At a traffic load of 90 packets/min, the PDR of SmarTiSCH is larger than L-Orchestra by about 20%. When the traffic load is higher, the links that use shared cell face higher link loss as the packets prone to collide due to dense traffic. SmarTiSCH enables the nodes in the network to change the timeslot when several links use a shared cell, which solves the problem caused by an inefficient cell allocation. Fig. 9(a) shows that the PDR of SmarTiSCH is only lower than SmarTiSCH-16 by about 2%. This also shows the ability of SmarTiSCH to adapt the schedule under internal interference as SmarTiSCH uses fewer available cells than SmarTiSCH-16 and are prone to have more shared cells during schedule initialization.

End-to-end latency. As shown in Fig. 8(b), the end-to-end latency of SmarTiSCH is lower than that of Orchestra by 87% and than that of L-Orchestra by 44%. We also measure the end-to-end latency of SmarTiSCH-16 and it is lower than SmarTiSCH by about 4%. The end-to-end latency of Orchestra is very high as the nodes with the same parent node suffer from collisions due to severe internal interference. These nodes have to re-transmit the packets in the latter slotframes with the binary exponential backoff algorithm. Under higher traffic load, the nodes have to re-transmit the packets several times after many slotframes. As we calculate the end-to-end latency, the latency at each link accumulates to a very high value; also L-Orchestra suffers from a similar problem. The latency of SmarTiSCH is obviously lower than Orchestra or L-Orchestra. Because when nodes face link loss in the shared cell, the nodes immediately re-transmit the packets in the control channel: thanks to the control cell allocation shown in Sect. 4, the packets will not collide again. This proves the potential of SmarTiSCH in increasing the performance in dense networks with high traffic load.

Duty cycle. Fig. 8(c) show the average duty cycle of all nodes in the network. As expected, Orchestra exhibits a lower duty cycle than L-Orchestra and SmarTiSCH (each node use only a single timeslot to receive packets from all its children). The difference between SmarTiSCH and L-Orchestra is not that large (roughly 0.1%) with a low traffic load. However, the performance of L-Orchestra significantly decreases when the traffic load increases. Due to higher link loss caused by internal interference, the nodes in L-Orchestra have to re-transmit collided packets. At a traffic load of 90 packets/min, the duty cycle of SmarTiSCH is lower than L-Orchestra by 1%. Note that the duty cycle of SmarTiSCH-16 is similar to SmarTiSCH with a difference of less than 0.2%.

Link loss. Generally, as shown by Fig. 8(d) and Fig. 9(b), the link loss of Orchestra and L-Orchestra increases with higher traffic load, while the link loss of SmarTiSCH and SmarTiSCH-16 are well
This shows that SmarTiSCH is able to decrease the link loss in the shared cell to an acceptable level and improve the performance of the link loss in the shared cell than L-Orchestra by 24% (Fig. 10(b)). At the traffic load of 90 packets/min, SmarTiSCH reduces lost packets.

L-Orchestra, the links use a fixed cell allocation so the links using the shared cell suffer from high link loss and keep re-transmitting the packets. In SmarTiSCH and SmarTiSCH-16, respectively. In SmarTiSCH, the links are able to change the cell after detection of use of a shared cell, which reduces the amount of packets transmitted in the shared cell. In L-Orchestra, the links use a fixed cell allocation so the links using shared cell suffer from high link loss and keep re-transmitting the lost packets.

We also measure the link loss in shared cell and show it in Fig. 10(b). At the traffic load of 90 packets/min, SmarTiSCH reduces the link loss in the shared cell than L-Orchestra by 56.4% by average. This shows that SmarTiSCH is able to decrease the link loss in the shared cell to an acceptable level and improve the performance of the whole network.

10.3 Performance under External Interference

We evaluate next the performance of SmarTiSCH in the presence of the external Wi-Fi interference generated using JamLab-NG. Please refer to [3] for more details on the interference generation process.

Setup. To observe only the impact of external interference, we minimize internal interference by fixing the length of the unicast data slotframe as 71 timeslots (all the links will not use shared cells with the probability of 49.7%). We also decrease the traffic load of each node to 6 packets/min, as the nodes communicate less frequently with a longer slotframe. In this setting L-Orchestra and SmarTiSCH both achieve a PDR of over 98% when there is no external interference. We generate 4 types of external interference by letting Wi-Fi devices in the scenario generate traffic in Wi-Fi channel 2 and 7 using median or high intensity. We use the combination of channel and intensity to notify the interference type. For example, "2-m" means that the interference is generated by Wi-Fi devices using channel 2 and medium intensity.

To have a visual view of the impact of different types of external interference, we show the link loss of all 16 channels of ZigBee under 4 types of interference in Fig. 13. The center frequency of Wi-Fi channel 2 is 2.417GHz, between ZigBee channel 13 (2.415GHz) and 14 (2.420GHz), and Wi-Fi channel 7 (2.442GHz) is between ZigBee channel 18 (2.44GHz) and 19 (2.445GHz). When Wi-Fi device uses a high intensity, more ZigBee channels around its center frequency are interfered. Note that under interference "2-m" and "2-h", ZigBee channel 15 is badly interfered but channel 20, 25 and 26 are free from interference, so we show the performance of protocols using four channels under them together and note the type as "2-m/h". We then evaluate the performance of Orchestra, L-Orchestra, Orchestra-16, SmarTiSCH and SmarTiSCH-16, using the metric described in the Sect. 10.2.

PDR. Fig. 11(a) shows the average PDR of the three protocols using four channels under external interference, and Fig. 12(a) shows that of L-Orchestra-16 and SmarTiSCH-16. In general, the PDR of Orchestra, L-Orchestra and L-Orchestra-16 declines under interference "2-m", "7-m", and declines more sharply under interference "7-h", while the PDR decline of SmarTiSCH is less, and the PDR of SmarTiSCH-16 stays above 80%. The performance of protocols directly depends on the number of interfered channels. For protocols using four channels, "2-m/h" interferes channel 15, "7-m" interferes channel 20, and "7-h" interferes both of them. As a result, the PDR of L-Orchestra decreases by 32.4% with one interfered channel by 44.9% with two interfered channels. For SmarTiSCH, the decrease is 14.4% and 30.6%, respectively. The PDR decrease of SmarTiSCH under "7-h" is because that two interfered channels...
of three data channels are blacklisted, which reduce the channel resources to use. The PDR of L-Orchestra-16 decrease by 32.9% in average under "2-m", "7-m", and by 47.0% under "2-h" and "7-h". For SmarTiSCH-16, the PDR only decreases by 9.2% and 12.4% in the same settings thanks to the blacklisting techniques shown in Sect. 8.2. Under interference "7-h", the PDR of SmarTiSCH-16 larger by Orchestra by 2.9 times and L-Orchestra-16 by 0.87 times.

End-to-end latency. As shown in Fig. 11(b) and Fig. 12(b), the end-to-end latency of SmarTiSCH and SmarTiSCH-16 is much lower than that of Orchestra, L-Orchestra and L-Orchestra-16. In Orchestra and L-Orchestra, the nodes frequently back-off due to external interference. SmarTiSCH solves this problem by blacklisting the interfered channels and then skip the transmissions in them. Note that SmarTiSCH-16 further lowers the latency than SmarTiSCH, because it has more available channels after channel blacklisting. Specifically, under interference "7-h", after blacklisting channels, SmarTiSCH only has one thirds of channels to use while SmarTiSCH-16 has half of the channels to use. Take the link in SmarTiSCH-16 using data channel set 11, 16, 21, 13, 18, 23 for example: channel 16, 18 and 21 are blacklisted, leaving channel 11, 13 and 23 to use. Under interference "7-h", the end-to-end latency of SmarTiSCH-16 is lower than Orchestra, L-Orchestra and L-Orchestra-16 by 86.7%, 73.1% and 79.2%, respectively.

Duty cycle. Fig. 11(c) and Fig. 12(c) show that the duty cycle of SmarTiSCH is lower than that of Orchestra and L-Orchestra under external interference, i.e., SmarTiSCH exhibits a higher energy efficiency. The duty cycle of Orchestra and L-Orchestra increases quickly with more interfered channels. The duty cycle of SmarTiSCH stays stable with more interfered channels as it skips the transmissions in blacklisted channels. The duty cycle of SmarTiSCH-16 is larger than that of SmarTiSCH, as SmarTiSCH-16 has more available channels that are not blacklisted (so more slotframes to transmit and receive). Under interference "7-h", the duty cycle of SmarTiSCH is lower than Orchestra, L-Orchestra and L-Orchestra-16 by 54.3%, 46.6% and 53.7%, respectively.

Link loss. As shown by Fig. 11(d) and Fig. 12(d), the link loss of SmarTiSCH is much lower than Orchestra and L-Orchestra under any type of interference. The link loss of L-Orchestra reaches 24.4% in average with one interfered channel and 32.9% with two interfered channels. SmarTiSCH keeps link loss as low as 12.2% with one interfered channel and 16.6% with two interfered channels. Under interference "7-h", the link loss of SmarTiSCH is lower than Orchestra and L-Orchestra by 63.7% and 50.6%, respectively, and the link loss of SmarTiSCH-16 is lower than L-Orchestra-16 by 56.4%.

The effect of channel blacklisting. We show the effect of channel blacklisting used in SmarTiSCH by analyzing the distribution of
packets sent in different channels. As shown in Fig. 14 and Fig. 15, L-Orchestra transmits packets in all data channels with no difference, while SmarTiSCH and SmarTiSCH-16 blacklist interfered channels and avoid transmissions in these channels. We first consider L-Orchestra and SmarTiSCH as they both use 4 channels. In L-Orchestra, under no matter what type of interference, the proportion of packets in every channel is from 22% to 33%. In SmarTiSCH, the proportion of packets in every channel is in inverse proportion to the link loss in this channel shown in Fig. 13. The impact of “2-m” and “2-h” on channel 15, 20, 25 and 26 is very similar, so the packets distribution under these two types of interference is also similar. In average, only 7% of packets are transmitted in channel 15, which is blacklisted by SmarTiSCH. Under interference “7-m”, 45% and 47% of packets are transmitted in channel 15 and 20 that are free from external interference. Interference “7-h” incurs high link loss in both channel 15 and 20, so 68% of packets are transmitted in channel 25 in this case.

We do not show packet distribution of L-Orchestra-16 as it is similar to Fig. 14: the nodes select all available channels for transmission with no difference under any type of interference. The packet distribution of SmarTiSCH-16 in data channels is shown in Fig. 15. Combing this figure with Fig. 13, we find that the higher link loss the packets suffer from in the channel, the fewer packets the nodes transmit in it as more nodes blacklist it. Under “2-m”, the packets in channel 12, 13 and 14 all together are fewer than 7.1%. Under “7-m”, the packets in channel 17, 18 and 19 all together are fewer than 8.1%. This shows the effectiveness of SmarTiSCH to detect and handle external interference including high-power Wi-Fi transmissions by blacklisting interfered channels.

Comparison to other protocols. Note that SmarTiSCH is explicitly designed to increase the performance of TSCH-based networks in the presence of external interference. We focus on TSCH-based network, as they are standardized and widely used in real-world deployments. However, it is important to acknowledge that solutions based on concurrent (synchronous) transmissions [1, 56] have recently proven their effectiveness in mitigating the impact of external interference, for example in the context of the EWSN Dependability Competition [5, 35], where solutions such as [12, 16, 27] could sustain interference levels higher than those tested here and obtain both lower duty cycles and latencies. However, concurrent transmissions are not yet standardized [2], and SmarTiSCH is the first work that empowers TSCH-based networks with a solution that retains the simplicity and energy-efficiency of autonomous scheduling, while increasing the awareness as well as robustness to both internal and external interference.

10.4 SmarTiSCH with Different Configurations
We also evaluate the performance of SmarTiSCH-16 with different configurations under the external interference type “7-h”. We first vary the threshold mentioned in Sect. 7. Th1 (−60 dBm by default) is the threshold to infer the presence of external interference in short-term observations, and Th2 (0.3 by default) is the threshold to judge the severity of interference in long-term observations.

As shown in Table 2, to increase the Th1 or Th2 leads to a lower PDR and higher duty cycle. The nodes use a more strict condition to identify the presence of interference or to trigger reaction, so fewer links blacklist the interfered channels. Note that we cannot decrease Th1 or Th2 arbitrarily as it may lead to false positives when the channel is clear from interference. The false positive rate of our default setting is nearly zero under no interference.

11 CONCLUSIONS
In this paper, we present SmarTiSCH, an interference-aware engine for IEEE 802.15.4-based networks. SmarTiSCH increases the awareness and robustness to interference without extra cost of scheduling. It lets each link in the network passively collect statistics about the presence of interference, infers the severity of it and then ensures that the node pair uses a consistent strategy to mitigate interference. Based on the engine to observe and react to both internal and external interference, SmarTiSCH expands the channel resources, increases the network capacity, and improves the network performance without extra control traffic.
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