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ABSTRACT

This paper proposes Meta-Speaker, an innovative speaker
capable of projecting audible sources into the air with a high
level of manipulability. Unlike traditional speakers that emit
sound waves in all directions, Meta-Speaker canmanipulate
the granularity of the audible region, down to a single point,
and can manipulate the location of the source. Additionally,
the source projected byMeta-Speaker is a physical presence
in space, allowing both humans and machines to perceive
it with spatial awareness. Meta-Speaker achieves this by
leveraging the fact that air is a nonlinear medium, which
enables the reproduction of audible sources from ultrasounds.
Meta-Speaker comprises two distributed ultrasonic arrays,
each transmitting a narrow ultrasonic beam. The audible
source can be reproduced at the intersection of the beams.
We present a comprehensive profiling of Meta-Speaker
to validate the high manipulability it offers. We prototype
Meta-Speaker and demonstrate its potential through three
applications: anchor-free localization with a median error of
0.13 m, location-aware communication with a throughput of
1.28 Kbps, and acoustic augmented reality where users can
perceive source direction with a mean error of 9.8 degrees.

CCS CONCEPTS

• Hardware → Sound-based input / output; • Human-

centered computing → Interaction techniques;
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1 INTRODUCTION

Acoustic Field Manipulation (AFM) has immense potential
for shaping and controlling the spatial distribution of me-
chanical energy within the medium. With AFM, it is possible
to create personal sound zones where multiple listeners can
hear their individual sounds without being disturbed by the
sound in the other zones [7, 36]. Additionally, AFM enables
precise manipulation of sound waves and their propagation,
with great significance in designing spaces with great musi-
cal immersion [1, 13] and reducing noise pollution [15, 27].
There are two perspectives to achieving AFM: (1) wave

propagation and (2) source projection. The former focuses
on controlling the propagation of sound waves. The most
common method is to leverage the obstacles (e.g. wall) to
reflect waves, thereby changing their propagation direction.
Recent development in acoustic metamaterials enables pro-
grammable control of wave propagation. For example, acous-
tic metamaterials can redirect reflection [12, 43], guide inci-
dent waves for "acoustic black holes" [8, 21, 51], or suppress
scattering for "acoustic cloaking" [5, 24, 34].
Source projection typically requires multiple distributed

loudspeakers deployed in the space. By carefully design-
ing the constructive and deconstructive combinations of
sound waves, one or more independent sound zones can
be created [2, 7, 28]. Generally, the more loudspeakers we
deploy, the higher manipulability we gain for AFM. Besides
distributed loudspeakers, parametric arrays (i.e., directional
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(a) Anchor-free localization. (b) Location-aware communication. (c) Acoustic augmented reality.

Figure 1: Illustrative applications of Meta-Speaker.

speakers) [18, 44] are also used in AFM. They have the po-
tential to improve freedom and flexibility in AFM, since they
can project narrow audible beams, similar to lasers, and se-
lectively manipulate a part of the acoustic field.
We present Meta-Speaker, a novel speaker with capa-

bilities of projecting audible sources with high manipula-
bility. Meta-Speaker offers distinct advantages over tradi-
tional loudspeakers and directional speakers in the follow-
ing aspects: First, it enables precise control of the size of
the audible region, down to a single point, which allows for
finely-grained manipulation of the acoustic field. Second,
the location of the audible source can be accurately manipu-
lated, providing higher flexibility for AFM. Third, the source
projected by Meta-Speaker is a physical presence in space,
enabling humans and machines to perceive it as spatial audio.
Drawing inspiration from prior work on parametric ar-

rays [18, 44], Meta-Speaker leverages the inherent non-
linearity of air to achieve its unique capabilities. Specifi-
cally, due to air fluidity, the propagation of a longitudinal
wave (e.g., acoustic wave) can disturb the distribution of
air molecules, resulting in uneven air density. In turn, the
acoustic wave distorts itself as it travels through this hetero-
geneous medium—the air. This distortion offers an opportu-
nity to reproduce an audible source from ultrasounds in the
air: By accounting for the distortion and carefully modulat-
ing ultrasounds, we can harness the nonlinear distortion of
ultrasounds to generate an audible source.
The design of Meta-Speaker employs two ultrasonic

phased arrays. Each array transmits a narrow beam of ul-
trasound. When the two beams intersect, their nonlinear
interaction, caused by the air can create an audible source at
the intersection region. By varying the beamwidth of each
array, Meta-Speaker can manipulate the size of the audible
region. Meanwhile, the orientation of arrays can be steered
to manipulate the intersection location and therefore manip-
ulate the location of the audible region.

The manipulability of the projected acoustic source deter-
mines its usability in practice. Hence, we present a compre-
hensive profiling of Meta-Speaker’s manipulability in three
dimensions, namely spatial resolution, energy distribution,
and frequency response. Based on this analysis, we validate

that Meta-Speaker offers a high degree of manipulability
with respect to the size and location of the audible source it
reproduces, and can project multiple sources flexibly.

We present three proof-of-concept applications to demon-
strate the great potential of Meta-Speaker: (1)Anchor-free
Localization. Meta-Speaker can create multiple virtual
anchors that broadcast acoustic beacons, by projecting au-
dible sources at different locations, as shown in Fig. 1(a).
This makes acoustic localization feasible without the need
for physical anchors. (2) Location-aware Communica-

tion.Meta-Speaker enables communication in a spatially-
selective manner, as illustrated in Fig. 1(b). Acoustic mes-
sages can be transmitted solely to a targeted device, while
devices located elsewhere cannot perceive such messages.
(3) Acoustic Augmented Reality. The physical presence
of the reproduced audio in space allows humans to hear it
spatially, as depicted in Fig. 1(c). This feature enables Meta-
Speaker to interact directly with humans, e.g. by guiding
people to destinations via spatial audios.

Our contributions are summarized as follows:
• Wedemonstrate the feasibility of projecting audible sources

with separated ultrasonic beams, which enables unique
capability of projecting sources with high manipulability.

• Wepresent the design and implementation of Meta-Speaker.
We conduct thorough analysis on its fundamental prop-
erties both theoretically and experimentally.

• Meta-Speaker will enable diverse applications. We show-
case three examples: anchor-free localization, location-
aware communication, and acoustic augmented reality.

Roadmap. Sec. 2 introduces and validates the idea of repro-
ducing audible sources from ultrasounds. Sec. 3 introduces
the design of Meta-Speaker, followed by its comprehen-
sive profiling in Sec. 4. Three illustrative applications are
presented in Sec. 5, Sec. 6, and Sec. 7. Sec. 8 gives the related
work. Sec. 9 and Sec. 10 discuss and conclude this work.

2 SOUND FROM SILENCE

This section explains the air nonlinearity, from which we
can reproduce an audible source from ultrasounds. It also
introduces and validates the key idea of Meta-Speaker.
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(a) Conventional Speaker. (b) Directional Speaker. (c) Meta-Speaker.

Figure 2: Compared to the (a) conventional speaker and (b) directional speaker, (c) Meta-Speaker allows us to divide and

multiplex the acoustic channel spatially at a much finer granularity.

2.1 Key Idea

Acoustic Nonlinearity inAir. The airborne acoustic source
is caused by the vibration of air molecules, which generates
mechanical waves propagating in the air medium. Under the
assumption that the air is a homogeneous medium, the air
can be viewed as a linear system, whose output is the linear
combination of the input. Suppose the input signal is 𝑥 (𝑡),
the output 𝑦 (𝑡) can be expressed as

𝑦 (𝑡) = 𝐴 · 𝑥 (𝑡), (1)

where 𝐴 is the channel gain. This linear system model is
widely accepted in the literature for its simplicity.

However, airborne acoustic signal exhibits nonlinearity
inherently, as theoretically described by KZK equations [19,
52]. A fact is that acoustic signal distorts itself as it propa-
gates: Given that the wave will cause the vibration of the air
molecules, the air medium along the wave will experience
different vibration velocities. This generally distributes the
air medium unevenly and makes it heterogeneous. When
propagating in such a heterogeneous medium, the acoustic
signal experiences nonlinear distortion inevitably.
To account for this nonlinearity, we can use the Taylor

series approximation, which yields an expression of the form:

𝑦 (𝑡) = 𝐴1 · 𝑥 (𝑡) +𝐴2 · 𝑥2 (𝑡) +𝐴3 · 𝑥3 (𝑡) + ...︸           ︷︷           ︸
can be ignored

(2)

where 𝐴1, 𝐴2, and 𝐴3 are the channel gains of the first-,
second-, and third-order terms, respectively. However, in
practice, we can safely ignore third-order, and higher-order
terms since their channel gains are rather weak compared
to the first- and second-order terms [9].
By exploiting air nonlinearity, it is possible to reproduce

an audible source from ultrasounds. Suppose a speaker plays
two tones with frequencies 𝑓𝐴 and 𝑓𝐵 , expressed as:

𝑥 (𝑡) = sin(2𝜋 𝑓𝐴𝑡) + sin(2𝜋 𝑓𝐵𝑡). (3)

It can be shown that the square term (second-order term) in
Eq. (2) generates a waveform containing frequencies at the

sums and differences between 𝑓𝐴 and 𝑓𝐵 :

[sin(2𝜋 𝑓𝐴𝑡) + sin(2𝜋 𝑓𝐵𝑡)]2

= sin2 (2𝜋 𝑓𝐴𝑡) + sin2 (2𝜋 𝑓𝐴𝑡) + 2 sin(2𝜋 𝑓𝐴𝑡) sin(2𝜋 𝑓𝐵𝑡)

= 1 − 1
2
cos(2𝜋2𝑓𝐴𝑡) −

1
2
cos(2𝜋2𝑓𝐵𝑡) + cos(2𝜋 (𝑓𝐴 − 𝑓𝐵)𝑡)

− cos(2𝜋 (𝑓𝐴 + 𝑓𝐵)𝑡). (4)

If both 𝑓𝐴 and 𝑓𝐵 are beyond audible frequency, say 20 kHz,
we can safely ignore the terms with sum frequencies since
they produce additional ultrasonic signals. The important
thing is that, if we carefully choose 𝑓𝐴 and 𝑓𝐵 to ensure their
difference 𝑓𝐴 − 𝑓𝐵 is within the audible frequency range, the
audible source can thus be reproduced.
The nonlinear behavior of air gives rise to directional

speakers (a.k.a, parametric array [44], or audio spotlight [18]).
Unlike conventional loudspeakers, which emit sound in all
directions, as depicted in Fig. 2(a), the directional speaker
can project a narrow audible beam, as shown in Fig. 2(b). To
achieve this, the direction speaker uses ultrasonic transduc-
ers to play two narrow ultrasonic beams that overlap and
modulate each other to produce the desired audible sound.
Meta-Speaker. In this paper, we propose a novel speaker,
Meta-Speaker, which has the capability to project audible
sources with a high level of manipulability, as illustrated
in Fig. 2(c). Meta-Speaker also leverages air nonlinearity
to reproduce audible sounds from ultrasounds. Our design
involves two ultrasonic transmitters deployed distributedly.
Each array transmits an ultrasonic beam. An audible sound
is expected to be reproduced at the intersection of the beams.
It is worth noting that the beam separation in Meta-

Speaker allows for a high degree of granularity in projecting
audible sources, providing a high level of manipulability not
available in traditional directional speakers. To illustrate
this, let us compare the overlap region of ultrasonic beams
transmitted by a directional speaker and Meta-Speaker (see
Fig. 2(b) and (c)). In the case of the directional speaker, its
ultrasonic beams are completely overlapped as they are emit-
ted from the same ultrasonic transmitter, resulting in a fixed
beam along a specific direction. Differently, Meta-Speaker
allows for the ultrasonic beams to intersect, and the audible
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Figure 3: As shown in (a), we record acoustic signals at three different places: P1, P2, and P3. A distinct audible frequency can be

seen in (b), while it gets much weaker or even disappears in (c) and (d).

region becomes the intersection of these beams. Due to the
high directivity of the ultrasonic beams, the audible region
can be as small as a point.
Moreover, by steering the orientations of the two ultra-

sonic beams, we can manipulate the location of the audible
region, allowing us to project an audible source to a specific
location. This capability enables us to spatially divide and
multiplex the acoustic channel at a much finer granularity,
surpassing both conventional and directional speakers.

2.2 Quick Validation

We conduct a proof-of-concept experiment to validate our
proposed idea. In Fig. 3(a), we have two ultrasonic transmit-
ters playing two sinusoidal tones with frequencies of 40 kHz
and 42 kHz, respectively. As predicted by Eq. (4), we expect
to hear a difference frequency of 2 kHz at the intersection
of the beams (i.e., P1), and minimal to no sound at other
locations (such as P2 and P3). To confirm this, we record
signals at three different points (P1, P2, and P3) for analysis.
Prior to conducting our measurements, we must address

the following two issues to record the signals truthfully. (1)
Microphone nonlinearity, as reported in the literature [31, 32,
53], can result in the nonlinear behavior of some microphone
hardware components, causing them to reproduce audible
sounds from ultrasounds additionally. To mitigate this issue,
we use a low-noise analog-to-digital converter (ADC) to
directly sample the output signal of an electret sound sensor.
To help measure and compare the power of the signals, we
also disable the sound sensor’s automatic gain control (AGC).
(2) Sampling aliasing can occur if the sampling rate does not
abide by the Nyquist sampling theorem, which can result
in aliased frequencies in the sampled digital signal [26]. To
avoid this issue, we set the ADC’s sampling rate to 500 kHz.

The results of the proof-of-concept experiments depicted
in Fig. 3(b)-(d) provide strong evidence in support of our idea.
The PSD analysis clearly shows the presence of a distinct
audible frequency of 2 kHz, which is the difference between
the two ultrasonic tones at 40 kHz and 42 kHz. The pres-
ence of this frequency at the intersection of the ultrasonic
beams (i.e., P1) indicates that the audible source is indeed
successfully reproduced by leveraging air nonlinearity, as we
hypothesized. On the other hand, the significant reduction in
sound power at other locations away from the intersection
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Figure 4: (a) Hardware design of the transmitter. (b) The trans-

ducer array sits on top of a servo motor.

(e.g., P2 and P3) further support our claims of fine-grained
spatial manipulation of the acoustic field.

3 DESIGN

This section first presents the hardware design of the ul-
trasonic transmitter for Meta-Speaker. Then, the signal
modulation for each transmitter is introduced.

3.1 Hardware

To implement Meta-Speaker, two ultrasonic transmitters
that cooperate with each other are required. The hardware
design of a transmitter is shown in Fig. 4(a). A Raspberry Pi
4B is used as the central controller for each transmitter and
is connected to a 24-bit digital-to-analog converter (DAC),
ESS9023, via a USB 2.0 interface.With a sample rate of 96 kHz,
the DAC can output ultrasonic signals with frequencies up
to 48 kHz. The output from the DAC is amplified using a 50
W Class-D power amplifier, TI TPA3116D2, which drives an
ultrasonic array consisting of multiple transducers, Murata
MA40S4S, connected in parallel with a 10 mm spacing.

The ultrasonic beam width can be adjusted by selectively
activating a subset of the transducers. The transducer array
has a rectangular layout with 16 columns and 8 rows, with
each column connected to the amplified signal through a
switch controlled by a GPIO pin on the Raspberry Pi. The
transmitter can enable or disable a column of transducers by
toggling the corresponding GPIO pin. To steer the ultrasonic
beam, the array is mounted on top of a servo motor, K-Tech
MF7015, as shown in Fig. 4(b). The Pi communicates with
the motor using a UART protocol.
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3.2 Signal Modulation

In Sec. 2.2, we have demonstrated the feasibility of reproduc-
ing simple sinusoidal audio in the air. Here, we focus on a
general problem, that is, how to modulate the ultrasounds
each transmitter emits to reproduce arbitrary audio 𝑣 (𝑡).
Amplitude Modulation. One straightforward solution is
to adopt the concept of amplitude modulation (AM), which
is widely used in directional speakers [50].

In directional speakers, AM basically changes the envelope
of an ultrasonic carrier according to the desired audible signal
𝑣 (𝑡). Specifically, the modulated signal is given by

𝑥 (𝑡) = [1 +𝑚 · 𝑣 (𝑡)] · sin(2𝜋 𝑓𝑐𝑡)
= sin(2𝜋 𝑓𝑐𝑡)︸      ︷︷      ︸

carrier signal

+𝑚 · 𝑣 (𝑡) · sin(2𝜋 𝑓𝑐𝑡)︸              ︷︷              ︸
up-converted signal

, (5)

where 𝑓𝑐 is the carrier frequency, typically at 40 kHz, and
𝑚 denotes the modulation index. Intuitively, AM first up-
converts the audio 𝑣 (𝑡) to the ultrasonic frequency range
by multiplying it with a sinusoidal tone at 𝑓𝑐 . In order to
make it audible, we need to additionally play a carrier signal
sin(2𝜋 𝑓𝑐𝑡), which is used to down-convert the up-converted
signal in the air by exploiting air nonlinearity.
Inspired by this, for Meta-Speaker, we can actually let

two ultrasonic transmitters transmit the carrier and the up-
converted audio separately. Specifically, the modulated sig-
nals for two transmitters A and B are as follows:{
𝑥𝐴 (𝑡) = sin(2𝜋 𝑓𝑐𝑡) (carrier),
𝑥𝐵 (𝑡) =𝑚 · 𝑣 (𝑡) · sin(2𝜋 𝑓𝑐𝑡) (up-converted audio). (6)

It can be expected that when these two ultrasonic beams
meet in the air at one point, the carrier will nonlinearly
interact with the up-converted audio, thereby reproducing
the desired audible signal 𝑣 (𝑡).
Self-Demodulation Problem and its Solution. Unfortu-
nately, the modulation method described above may lead to
a self-demodulation problem: the undesired audible signals
will be reproduced due to the presence of double sidebands
in the up-converted audio.

To better understand this problem, let’s consider the case
where the desired reproduced audio, 𝑣 (𝑡), is a chirp sweeping
from 0 kHz to 5 kHz. As illustrated in Fig. 5(a), when 𝑣 (𝑡) is
multiplied by the 40 kHz tone, both its positive and negative
basebands are shifted into the ultrasonic range centered at 40

kHz, creating two sidebands: an upper-sideband and a lower-
sideband. Transmitting the modulated audio with double
sidebands can be seen as transmitting two ultrasonic signals
simultaneously: an up-chirp sweeping from 40 kHz to 45
kHz and a down-chirp sweeping from 40 kHz to 35 kHz.

Due to air nonlinearity, it can be expected that these two
chirps will produce an additional undesired audible signal.
What’s more, the undesired audible signal will be projected in
a direction rather than a spatial point, significantly undermin-
ing the spatial multiplexing granularity of Meta-Speaker.
To mitigate the above problem, we should reduce one

sideband of the modulated signal. Our solution is straight-
forward: discarding the negative baseband of 𝑣 (𝑡) before
up-converting the signal. Specifically, let 𝑣 (𝑡) denote the
Hilbert transform of 𝑣 (𝑡). The analytic version of 𝑣 (𝑡) with
the negative baseband discarded, 𝑣𝑎 (𝑡), can be obtained as

𝑣𝑎 (𝑡) = 𝑣 (𝑡) + 𝑗𝑣 (𝑡) . (7)

Then, the up-converted signal transmitted by the transducer B
in Eq. (6) can be updated to

𝑥
′
𝐵 (𝑡) =𝑚 · Re

{
𝑣𝑎 (𝑡) · 𝑒 𝑗2𝜋 𝑓𝑐𝑡

}
=𝑚 · [𝑣 (𝑡) · cos(2𝜋 𝑓𝑐𝑡) − 𝑣 (𝑡) · sin(2𝜋 𝑓𝑐𝑡)] , (8)

where Re{•} denotes the operation that extracts the real
part from a complex value. Fig. 5(b) illustrates the spectrum
of 𝑥 ′

𝐵
(𝑡). Clearly, the lower-sideband is significantly reduced,

and there is only a single sideband left, thus suppressing the
self-demodulation problem.

4 PROFILING

Meta-Speaker is expected to offer high manipulability over
projecting audible sources, relying on the spatial resolution
of its ultrasonic transmitter. Sharper ultrasonic beams result
in a finer and more manipulable reproduced source. We vali-
date this manipulability by analyzing spatial resolution in
Sec. 4.1, and by studying energy distribution with varying
spatial resolution in Sec. 4.2. Furthermore, Sec. 4.3 explores
Meta-Speaker’s frequency response, impacting the com-
plexity of audible source reproduction.

4.1 Spatial Resolution

We study the spatial resolution of the ultrasonic array by
analyzing its beampattern. Several factors determine the
beampattern of an array, including wave frequency and ar-
ray geometry. Shorter wavelengths typically result in nar-
rower beampatterns. Ultrasonic waves inherently exhibit
directionality due to their high frequency. Additionally, an
array of transducers can further improve the directionality.
As a rule of thumb, the relation between the 3-dB beamwidth
and the number of parallel transducers 𝑀 is given by [23]
3-dB beamwidth ∝ 2 · sin−1

( 1
𝑀

)
. This generally indicates
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that by varying the number of transducers, we can control
the beamwidth and thus manipulate the spatial resolution.
Observation 1. The transmitter can form a sharp beam, al-

lowing it to pinpoint a direction precisely.
To obtain the beampattern of the ultrasonic transmitter,

we deploy a sound sensor at a distance of 1 m from the trans-
mitter, as shown in Fig. 6(a). The transmitter continuously
emits ultrasound while a servo motor rotates the ultrasonic
array from -90 to 90 degree (The 0 degree is where the array
right faces the sound sensor). At each angle, the motor tem-
porarily stops, and we capture a 5-second sound recording.
We calculated the SNRs for all angles to obtain the beampat-
tern of the transmitter.
Fig. 6(b), (c), and (d) depict the beam patterns of ultra-

sound at different frequencies with the 16×8 array geometry
(column×row). The 3-dB beamwidths for the 40 kHz, 42 kHz,
and 44 kHz ultrasound frequencies are found to be only 3.05,
2.68, and 2.43 degrees, respectively. This ability supports
Meta-Speaker reproducing the source at a fine granularity.
Additionally, We observe that the 40 kHz beam exhibits

the highest gain. This is due to the fact that the resonant
frequency of the transducer [25] is 40 kHz, which is its most
efficient operating frequency. It is important to note that
transducers with varying sensitivity to different frequencies
can significantly impact the bandwidth of the generated
audible source. This phenomenon will be explored in Sec. 4.3.

Besides the main lobe, the beam pattern also shows a few
grating lobes, as marked in Fig. 6(b). These grating lobes are

caused by spatial aliasing: Due to the packaging problem of
our transducers; the 10 mm spacing is the minimum spac-
ing we can set, which exceeds the half wavelength of the
ultrasound (around 4.2 mm). We will discuss the impact of
grating and side lobes further in Sec. 4.2.
Observation 2. The transmitter offers flexible manipulability

over its spatial resolution by enabling transducers selectively.

In our design, Meta-Speaker can adjust its array geome-
try by selectively activating individual columns of transduc-
ers. Fig. 6(b), (e), (f), (g), and (h) compare the beam patterns
for array geometries of 16×8, 8×8, 4×8, 2×8, and 1×8, re-
spectively, at a frequency of 40 kHz. As the number of active
columns of the array increases from 1 to 16, the resulting
3-dB beamwidth decreases from 24.97 to 3.05 degrees.

Apparently, the location of the reproduced source can be
manipulated by steering the orientation(s) of the array(s).
Observation 3. Meta-Speaker can quickly steer the beam

orientation, allowing it to project multiple sources at different

locations in a time-division manner.

We assess the latency of the ultrasonic transmitter in steer-
ing the beam toward a new direction. Fig. 7 shows the steer-
ing latency (i.e., rotation duration) as a function of the rota-
tion angle. Notably, the latency function is symmetric about
the y-axis, indicating that the rotation duration depends only
on the absolute rotation angle, not on the rotation direction.
The maximum steering latency is less than 250 ms, meaning
that Meta-Speaker can project a new source at a new loca-
tion within 250 ms, given the fact that transmitters A and B
can rotate simultaneously.

4.2 Energy Distribution

Next, we visualize the energy distribution of the reproduced
source in space, from which we try to understand what the
reproduced source looks like and how it propagates. We
will also examine how the beampattern impacts the energy
distribution of the reproduced source.
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Figure 8: (a) A two-dimensional slide module workbench is used to carry the microphone to measure the signal energy across a
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Figure 9: The impact of array column on audible region size.

The audible source in Meta-Speaker is reproduced at
the area where ultrasonic beams intersect. We can expect
that sharper ultrasonic beams result in a smaller intersection
area, leading to a finer reproduced source. As demonstrated
in Sec. 4.1, the transmitters implemented in Meta-Speaker
deliver a high spatial resolution whereby the size of the re-
produced source can be as fine as a single point. Moreover,
the transmitter can selectively enable or disable the columns
of the array and adjust the spatial resolution, providing addi-
tional manipulability over the size of the reproduced source.
Observation 4. Meta-Speaker can reproduce a point-wise

audible source at the intersection of two ultrasonic beams.

To validate this, transmitters A and B are positioned ac-
cording to the setup shown in Fig. 8(a). Transmitter A emits
a 40 kHz tone, while transmitter B emits a 42 kHz tone.
The array geometry adopted is 8×8. To precisely move the
microphone, we employ a two-dimensional sliding module
workbench with a slide stroke of 100 cm × 100 cm and a slide
precision of 0.05 mm. The microphone is mounted on the
workbench and moves across the entire operating range with
a grid size of 2 cm × 2 cm. At each grid, a 3-second recording
of sound is made, and the signal powers at frequencies of 2

kHz, 40 kHz, and 42 kHz are measured via PSD. The signal
energy distribution for the reproduced audio at 2 kHz, and
ultrasounds at 40 kHz and 42 kHz, are presented in Fig. 8(b),
(c), and (d), respectively. The observations are as follows.

As seen in Fig. 8(b), a small, high-energy region is present
at the center. We can further check that this region is ex-
actly the intersection of two ultrasonic beams visualized by
Fig. 8(c) and (d). The 3-dB reduction in energy of the repro-
duced audio occurs at a distance of approximately 2.19 cm
from the highest energy point (The grating lobes in Fig. 6
are not shown here because the grating lobes are out of the
moving area of the workbench).
Although a small amount of ultrasonic energy can leak

along the ultrasonic beams, as shown in Fig. 8(c) and (d),
the side lobes attenuate quickly as their index increases.
When a grating or side lobe of one beam intersects with
the main lobe of the other, this can result in a faint audible
signal being produced (see Fig. 8(b)). However, the leakage is
approximately 15-20 dB weaker than the audio produced by
the two main lobes. Our evaluations show that the further
the leakage is from the main lobe intersection, the weaker it
becomes. Thus, it does not significantly impact the capability
of projecting audible sources with fine-grained resolution.
Observation 5. The reproduced audible signal follows the

Huygens–Fresnel principle, and behaves as a new source of

wavelet that spreads in all directions.

Fig. 8(b) shows that, apart from the point where the ultra-
sonic beams intersect, we can detect a certain level of energy
at 2 kHz signal in other areas. For instance, in areas that are
30 cm away from the intersection, the energy of the 2 kHz
signal can remain 5-11 dB higher than the background noise.
To better understand the propagation characteristics of

the reproduced sources, we should compare the constructive
or destructive combination of reproduced sources generated
from different regions of the air in the cases of directional
speakers and Meta-Speaker:
In directional speakers, where the ultrasonic beams are

parallel, the air molecules vibrate in phase along the direc-
tion of the beams. Specifically, two ultrasonic beams will
create a series of Virtual Array Elements (VAEs). Each VAE
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functions as a virtual source playing the reproduced source
signal. Along the direction of the ultrasonic beams, the in-
trinsic time difference among VAEs precisely accounts for
the required time shifts to ensure the constructive combina-
tion of the reproduced sources. In essence, the directional
speaker behaves similarly to an end-fire array, which can
focus the reproduced signal along the beam direction.
In Meta-Speaker, where the ultrasonic beams are sep-

arated and intersected, the reproduced sources played by
different VAEs cannot be constructively combined. This is
because the time differences among VAEs are out of order,
making it impossible to consistently compensate for the time
shifts in any particular direction. As a result, the reproduced
source is not projected along a specific direction, but instead
spreads in all directions.
We must acknowledge that, due to the absence of con-

structive combination, the power of the reproduced source
in Meta-Speaker is comparatively weaker than that of a
directional speaker. To quantify this, we conducted an ex-
periment where we rotated the intersection angle of two
ultrasonic beams, ranging from 0 degree (with the two beams
parallel) to 90 degree (with the two beams perpendicular to
each other). Fig. 10 shows that the volume of the reproduced
sound (at 2 kHz) decreases as the intersection angle increases.
For instance, when the angle reaches 90 degree, the volume
is 16.8 dB lower than when the angle is 0 degree.
Observation 6. The size of the audible region can be manipu-

lated by adjusting the beamwidth of the transmitter.

In order to investigate the relationship between the size
of the audible region and the number of enabled columns of
the transducer array, we conduct experiments and measure
the energy distribution across a 10 cm × 10 cm area centered
around the reproduced source, with a grid size of 0.5 cm × 0.5
cm. As depicted in Fig. 9(a) and (b), which show the energy
distribution of the reproduced signal (2 kHz) when the array
geometries are 16×8 and 8×8, respectively, the audible region
size does change as the number of columns increases.

To quantitatively measure the audible region size, we de-
fine a new metric called audible region ratio (ARR). ARR is
the ratio of the number of grids where the reproduced signal
power is greater than 𝐸max - 9 dB to the total number of mea-
sured grids, where 𝐸max is the maximum signal power of all
measured grids. Our results, presented in Fig. 9(c), indicate
that as the number of columns increases, the beam becomes
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Figure 11: Reproduced frequency vs. sweeping frequency.

sharper and the audible region becomes finer, as evidenced
by the decreasing ARR value. Therefore, we conclude that
by tuning the beamwidth of the transmitter, the size of the
audible region can be effectively manipulated.

4.3 Frequency Response

The bandwidth of the audible source reproduced by Meta-
Speaker is mainly determined by the bandwidth of the ul-
trasonic transducers used. When the frequency of the trans-
mitted ultrasound does not match the resonant frequency
of the transducer (i.e., 40 kHz), the transmitter is less effec-
tively excited and emits less ultrasonic energy. As a result,
the power of the reproduced audible source is dampened.
Observation 7. The signal power of the reproduced source

decreases as the ultrasonic frequency increases.

The frequency response curves in Fig. 11 clearly validate
the observation. To conduct the validation, we keep trans-
mitter A emitting a continuous tone of 𝑓𝐴 = 40 kHz, while
we sweep the frequency of transmitter B, 𝑓𝐵 , from 40 kHz
to 50 kHz with a step size of 50 Hz. According to Eq. (4), the
frequency of the reproduced audio is given by 𝑓𝐵 − 𝑓𝐴 and
is expected to range from 0 Hz to 10 kHz. In Fig. 11, we can
see that the signal powers of both the ultrasound and the
corresponding reproduced audios decrease as 𝑓𝐵 increases.

In addition, from the frequency response curve in Fig. 11,
we can estimate the bandwidth of Meta-Speaker to be ap-
proximately 3.8 kHz, as the frequencywith a flat response lies
between the range of 200 Hz to 4 kHz. If the sweep frequency
goes beyond 44 kHz, the signal power of both ultrasound
and the reproduced audio decreases rapidly. This indicates
that the ultrasound frequency should be less than 44 kHz.
On the other hand, the frequency of the reproduced audio
should be greater than 200 Hz to avoid the DC component.

In summary, the previously conducted profiling confirms
that Meta-Speaker offers a high level of manipulability in
both the size and location of the reproduced source.
The subsequent sections will present three distinct ap-

plications that exploit these unique capabilities: (1) Sec. 5
demonstrates how the ability to time-divisionally project
multiple sources can be utilized to create multiple anchors
for localization. (2) Sec. 6 shows how to transmit acoustic
messages discreetly to a target device while remaining un-
heard to other devices by manipulating the source location.
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(3) Sec. 7 showcases howMeta-Speaker can play real spatial
audio to interact with humans since humans can hear the
reproduced source spatially.

5 ANCHOR-FREE LOCALIZATION

Traditional acoustic localization systems typically rely on
multiple distributed anchors broadcasting beacons to localize
devices [16, 22, 29, 38]. However, with the unique capability
of projecting sources in different locations, Meta-Speaker
introduces the concept of virtual anchors for localization.

The advantage of virtual anchors lies in their flexibility to
be projected to any desired location. In contrast, using phys-
ical anchors can lead to fluctuating localization performance
and accuracy, depending on the target location relative to the
anchor positions. With the ability to project virtual anchors
anywhere, a target can be localized with the help of nearby
virtual anchors, thus enhancing localization accuracy.

5.1 Design Issues

We first explain the estimation of distance difference of ar-
rival (DDoA), from which we localize devices by trilateration.
DDoA Estimation. Suppose two ultrasonic transmitters, A
and B, are deployed as shown in Fig. 12(a). By steering the
orientation of transmitter A, we can project two distributed
audible sources, thus acting as two virtual anchors time-
divisionally (denoted as VA1 and VA2, respectively). Each
virtual anchor will broadcast beacons.

The beacons transmitted by VA1 and VA2 may propagate
through different distances, 𝑑1 and 𝑑2, before arriving at the
microphone. Specifically, Fig. 12(b) demonstrates the time-
lines of signal transmission and reception, as well as motor
steering. The DDoA between VA1 and VA2 is calculated as

Δ𝑑<1,2> = 𝑑2 −𝑑1 =
𝑡4 − 𝑡3
𝑐

− 𝑡2 − 𝑡1
𝑐

=
𝑡4 − 𝑡2
𝑐

− 𝑡3 − 𝑡1
𝑐︸ ︷︷ ︸

constant

, (9)

where 𝑐 denotes the sound speed. The term 𝑡3−𝑡1
𝑐

in Eq. (9) is
a constant as long as we fix the time interval between two
transmitted beacons (i.e., 𝑡3 − 𝑡1). This means that the micro-
phone device can directly estimate the DDoA Δ𝑑 from the
time-difference-of-arrival (TDoA) of beacons (i.e., 𝑡4−𝑡2) with-
out knowing the transmission timing of each beacon. Further-
more, with the far-field assumption [40, 41], the direction-
of-arrival (DoA) can also be estimated as 𝜃 = arccos( Δ𝑑

𝑑
),

where 𝑑 is the inter-distance between the virtual anchors.
Note that achieving time synchronization among virtual

anchors with Meta-Speaker is an easy task. To strictly fix
the time interval between beacon 1 and 2 (i.e., 𝑡3 − 𝑡1), we
insert (𝑡3 − 𝑡1 − 𝑇𝑏𝑒𝑎𝑐𝑜𝑛) · 𝑓𝑠 zero samples between beacon
samples that are streamed to transmitter A’s DAC, where
𝑓𝑠 is the sampling rate, 𝑇𝑏𝑒𝑎𝑐𝑜𝑛 is the beacon duration. Since
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Figure 12: Illustration of (a) virtual anchors and (b) the time-

lines of beacon transmission and reception.
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Figure 13: (a) Spectrum of the recorded audio. (b) Using cross-

correlation to detect beacons.

the ADC generates samples following clock ticks strictly,
we can maintain a precise time interval between beacons,
preventing fluctuation of the constant term 𝑡3−𝑡1

𝑐
in Eq. (9).

Meanwhile, to realize the synchronization between the
beacon transmission and motor steering, we should ensure
that the steering of the transducer array starts after VA1
finishes transmitting the beacon, and ends before VA2 begins
transmitting the beacon. A gap of 500 ms is set between
beacons 1 and 2 to offer sufficient time for motor steering,
as the steering latency is no more than 250 ms (see Sec. 4.1).
Trilateration. Similarly, transmitter B can also steer the
beams, creating another virtual anchor (denoted as VA3).
Therefore, another DDoA Δ𝑑<2,3> between VA2 and VA3
can thus be estimated. With the trilateration method, the de-
vice’s coordinates can thus be solved based on two estimated
DDoAs. Formally, we define the coordinates of VA 1, 2, and
3 as 𝑉1 = (−𝑑/2, 𝑑/2), 𝑉2 = (𝑑/2, 𝑑/2), and 𝑉3 = (𝑑/2,−𝑑/2),
respectively. The coordinate of the device 𝑃 can be calculated
by solving the following equations [17, 42]{

|𝑃𝑉1 − 𝑃𝑉2 |2 = abs(Δ𝑑<1,2>)
|𝑃𝑉2 − 𝑃𝑉3 |2 = abs(Δ𝑑<2,3>)

, (10)

where | • |2 is the Euclidean distance, 𝑃 = (𝑃𝑥 , 𝑃𝑦) is the
device coordinates, and the signs of 𝑃𝑥 and 𝑃𝑦 depends on
the signs of Δ𝑑<1,2> and Δ𝑑<2,3> .

5.2 Validations

Setups. For beacon transmission, we adopt a chirp signal
sweeping from 500 Hz to 4000 Hz as the beacon The default
chirp length is 500 ms. We generate ultrasonic sounds for
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Figure 14: Localization results.

transmitters by following Eq. (12) and Eq. (13). For beacon re-
ception, a commercial microphone, Seeed Stuido Respeaker
[35], is adopted to record the signals at a sampling rate of 48
kHz. Fig. 13(a) demonstrates the spectrum of the recorded
audio, from which we can observe the chirps transmitted by
VA 1, 2, and 3. To detect these chirps, we first use a band-pass
filter to suppress frequencies below 200 Hz or above 4000 Hz.
Subsequently, with the idea of the matched filter, we take
the audible chirp as the template and correlate it with the
received samples to compute the cross-correlation function
(CCF). As demonstrated by Fig. 13(b), we can observe dis-
tinctive correlation peaks at the locations of beacons in CCF,
from which we can estimate DDoAs according to Eq. (9) and
then localize the microphone using Eq. (10).
Methodologies.We evaluate the localization performance
in a 4 m × 4 m room. Transmitters A and B are separately
placed next to two adjacent walls. Three virtual anchors are
projected in the center of this room.We place the commercial
microphone at different locations. We vary the beacon length
and the inter-distance of VAs (𝑑) to assess their impacts on
localization performance. For comparison, we place three
loudspeakers at the same locations as the virtual anchors to
act as physical anchors.
Results. Fig. 14(a) shows the impact of chirp length on time
difference of arrival (TDoA) estimation (We calculate DDoA
from TDoA). With the increase in chirp length, the corre-
lation peaks tend to be stronger and sharper, allowing the
receiver to more accurately estimate the arrival time of each
beacon. We vary the chirp length from 62.5 ms to 1000 ms
to evaluate the mean absolute error (MAE) of TDoA. Dur-
ing experiments, the inter-distance of VAs is set to 1 m. As
expected, we observe that the TDoA error decreases as the
chirp length increases. When the symbol length increases
to 500 ms, the TDoA error decreases to 2.37 samples (about
0.049 ms at a 48 kHz sampling rate), which is reasonable.
Fig. 14(b) compare the localization performances of vir-

tual anchors reproduced by Meta-Speaker and physical
anchors projected by loudspeakers. The chirp length is fixed
to 500 ms. The effective aperture sizes of both the virtual and
physical anchors increase as the inter-distance is increased,
resulting in more accurate localization results [10]. As ex-
pected, increasing the inter-distance leads to more accurate

localization results, with the median errors decreasing from
0.27 m to 0.13 m for the virtual anchors and from 0.23 m
to 0.03 m for the physical anchors. While the physical an-
chors outperformed Meta-Speaker slightly, the latter has
the advantage of flexibility in adjusting the inter-distance of
virtual anchors at runtime. This means that Meta-Speaker
can further improve the performance by manipulating the
locations of virtual anchors.

6 LOCATION-AWARE COMMUNICATION

Meta-Speaker enables location-aware communication in a
spatial-selective manner. That is, we can send acoustic mes-
sages only to devices in a specific area, while devices outside
of that area can hardly receive these messages. This capabil-
ity can physically establish secure communication links for
low-end devices which are vulnerable to eavesdropping.

6.1 Design Issues

In the following, we demonstrate a toy example of trans-
mitting information using the Frequency Shift Keying (FSK)
method and then explain how to enhance transmission secu-
rity through carrier frequency hopping.
FSK. The idea is to encode data bits by shifting the frequency
of the reproduced audio 𝑣 (𝑡). Suppose there are 𝑁 data bits
to be encoded, The frequency of the reproduced audio 𝑣 (𝑡)
for FSK symbol 𝑠 can be represented as

𝑓
(𝑠 )
𝑣 = 𝐾 · Δ𝑓 + 𝑓min, (11)

where K is an integral value the range of [0, 2𝑁 − 1], Δ𝑓 is
the frequency shift resolution, and 𝑓min is the minimum fre-
quency for suppressing the DC component (refer to Sec. 4.3).
As illustrated by Fig. 15(a) and (b), we can transmit the

audible source 𝑣 (𝑡) by allowing transmitter A to play a carrier
tone with a frequency of 𝑓𝑐 and allowing transmitter B to
play the single-sideband modulation of 𝑣 (𝑡) based on Eq. (8).
Furthermore, by steering these two beams and having them
meet at the target device’s location, we can transmit the
encoded audio to that device spatial-selectively.
Encryption.However, this design is still vulnerable to eaves-
dropping attacks. For instance, an attacker could record the
modulated ultrasounds (Fig. 15(B)) by directly deploying an
ultrasonic microphone right in front of transmitter B.
To address this vulnerability, we propose encrypting the

frequency shift using the location of the target device. This
method ensures that the modulated frequency shifts can only
be received by the device located in the target area, while
other devices receive meaningless frequency shifts.
Inspired by the basic idea of frequency-hopping spread

spectrum (FHSS), we rapidly change the carrier frequency
among 𝑍 distinct frequencies for each symbol 𝑠 . Specifically,
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the carrier frequency for symbol 𝑠 can be denoted as

𝑓
(𝑠 )
𝐴

= 𝑓𝑐 + 𝑧 (𝑠 ) · Δ𝑓 , (12)

where 𝑧 denotes a discrete random variable that takes val-
ues from 0 to 𝑍 − 1 with equal probability. Fig. 15(c) shows
the carrier frequencies when 𝑍 = 2. The frequency of the
modulated ultrasounds can be described as

𝑓
(𝑠 )
𝐵

= 𝑓𝐴 + 𝑓 (𝑠 )𝑣 = 𝑓𝑐 + 𝑧 (𝑠 ) · Δ𝑓 + 𝐾 · Δ𝑓 + 𝑓min (13)

Because transmitters A and B are located in different
places, the ultrasounds transmitted by them will experience
different propagation delays before arriving at the target
device. This generally requires that transmitters A and B
should compensate for these propagation delays, as shown
in Fig. 15(c) and (d). This design ensures that each sym-
bol,i.e., frequency shift, can be extracted correctly by down-
conversion with the appropriate carrier frequency.

Our design encrypts the symbols implicitly. This is because
each symbol, or frequency shift, is jointly determined by the
ultrasounds transmitted by transmitters A and B. Therefore,
an eavesdropper would need to record both ultrasounds
with two ultrasonic microphones to be able to intercept the
transmission, which increases the risk of being detected.
Additionally, the attacker may not be able to extract the
correct frequency shifts without knowing the target device’s
location, since they cannot deduce the compensation delays.

6.2 Validations

Setups.We conducted experiments with a communication
bandwidth of 2.56 kHz, which spans from 1.44 kHz to 4 kHz.
The sampling rate 𝑓 mod

𝑠 for modulation is 40.96 kHz. We pro-
vide a range of FSK symbol length (denoted as 𝐿sym) options,
32, 64, 128, 256, and 512 samples, corresponding to data rates
of 1.28, 1.28, 0.96, 0.64, and 0.4 kbps.1 The gray coding is used
for encoding FSK symbols. These modulated signals will be
further resampled to 96 kHz to match the sample rate of
the DAC in the ultrasonic transmitter. The reference carrier
frequency 𝑓𝑐 is 40 kHz. Following Eq. (12) and Eq. (13), we
generate ultrasonic samples played by transmitters A and
1Let us take the symbol length of 512 samples as an example to calculate the
data rate. Since we use FFT size with the same size as the symbol length, the
frequency resolution Δ𝑓 = 𝑓 mod

𝑠 /𝐿sym = 80 Hz. Each FSK symbol contains
log2 𝐵/Δ𝑓 = 5 bits. The data rate is given by 𝑓 mod

𝑠 /𝐿sym × 5 = 400 bps.
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Figure 16: Impact of (a) symbol length and (b) projection

distance on SER and BER.

B. To ensure that two transmitters are tightly synchronized,
their controllers (i.e., Raspberry Pi) are connected via GPIO.

For the receiver, we use a commercial microphone, Seeed
Stuido Respeaker [35], to record the signals at a sampling
rate of 48 kHz. The signals are processed offline using Python.
To decode FSK symbols, the receiver first shifts the signal’s
frequency by -1.44 kHz. It then employs a low-pass filter to
extract the signal below 2.56 kHz. Subsequently, it performs
FFT and peak detection to identify FSK symbols, from which
it decodes the data bits.
Results. Fig. 16(a) shows the impact of symbol length on
the symbol error rate (SER) and bit error rate (BER). The dis-
tances from the microphone to transmitters A and B are fixed
at 2 m each. The microphone is deployed at the intersection
of two ultrasonic beams. The symbol length varies from 32
to 512 samples. For symbol lengths of 32 or 64 samples, the
SER and BER are approximately 3.50%, which is a reasonable
performance. The robustness can be further improved by
increasing the symbol length. As shown in the figure, when
the symbol length is increased to 256 samples, the SER and
BER drop to only 0.67 % and 0.38 %, respectively.
Fig. 16(b) shows the impact of audio projection distance.

We fix the distance between the microphone and transmitter
A to 2 m, while varying the distance between the microphone
and transmitter B from 1 m to 10 m. The microphone is kept
at the intersection of the beams, and the symbol length is
fixed at 128 samples. As expected, the performance deterio-
rates with the increase of the projection distance. When the
projection distance is no more than 6 m, we can achieve rea-
sonable performance. However, when the distance is larger
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Figure 17: Evaluations of Acoustic AR.

than 8 m, the performance becomes undesirable. For exam-
ple, as the projection distance reaches 10 m, the SER and BER
respectively increase to 33.50 % and 17.53 %, respectively.

What’s more, when the microphone is deployed 1 m away
from the intersection of the ultrasonic beams,We can only de-
tect almost meaningless symbols. According to our measure-
ments, the SERs are between 84.3 % and 93.6 % as the symbol
length is 128 samples, which validates that Meta-Speaker
can physically achieve a spatial-selective transmission.

7 ACOUSTIC AUGMENTED REALITY

The reproduced sound is a physical presence in space, allow-
ing not only microphones to pick it up, but also humans to
hear it and perceive its location. This offers a novel way to
interact with humans.

7.1 Design Issues

Here, we focus on the task of playing spatial audio (i.e., au-
ditory cues) with Meta-Speaker to provide guidance and
navigation services for people, especially for the elderly or
the visually impaired. In contrast to spatial audio delivered
through earphones, which involves complex computations
of head-related transfer functions (HRTF) to deceive human
hearing [48, 49], Meta-Speaker offers a more straightfor-
ward approach to creating real spatial audio through the
projection of point-wise sources. The design is simple: to
direct the user’s attention towards a particular direction,
Meta-Speaker plays auditory cues from that direction.

7.2 Validations

The IRB approval is obtained for the following experiments.
Setups. We invite 6 volunteers (3 males and 3 females) to
join our experiments. During experiments, each volunteer is
required to close their eyes, and sits 3 m away from transmit-
ters A and B. We play the auditory cues from the volunteer’s
one directions2, and ask he/she to pin the source direction
with fingers. To address the issue of front-back ambiguity in
spatial hearing [46], each volunteer is given the opportunity
2The height of the projected auditory cue is set 0.3 m above the volunteer’s
head to avoid any obstruction from their body, and the distance between
the projected sound and the volunteer is kept at 0.5 m.

to reduce ambiguity by rotating their head and body to reori-
ent themselves and hear the cue again (up to 3 repetitions).
We then measure the direction error by comparing the di-
rection estimated by the volunteer and the ground truth in
the horizontal dimension. We conduct 5 trials with random
directions ranging from -90 to 90 degrees for each volunteer.
Subjective evaluations are also conducted to compare Meta-
Speaker and a commercial directional speaker (W-SPEAKER
WS-V2.0) in terms of sound quality. The volunteers rate the
acceptance of sound on a scale of 0-10 (10 being perfect).
Results. Fig. 17(a) displays the mean absolute error of the
direction estimated by each volunteer. All of the errors are
below 15 degrees, with an average error of 9.8 degrees. This
demonstrates that Meta-Speaker has the ability to produce
sound sources that can be spatially perceived by humanswith
reasonable accuracy, given the psychophysical fact that hu-
mans can perceive the direction of sounds with an accuracy
of about 5 to 11.8 degrees [3]. Additionally, all volunteers
feedback that they hear and distinguish the cues crystally.
Also, Fig. 17(b) shows that the average acceptance scores of
Meta-Speaker and the the directional speaker are 6.7 and
7.0 respectively, indicating that Meta-Speaker achieves a
comparable acceptance as that of the directional speaker.

8 RELATED WORK

Acoustic Field Manipulation. The idea of AFM is to ma-
nipulate the spatial distribution of mechanical energy propa-
gating in various media. AFM can be accomplished through
multiple approaches, including source projection [7, 13, 18,
36, 44] and wave propagation [5, 8, 12, 21, 24, 34, 43]. Meta-
Speaker offers a revolutionary approach for AFM. The unique
advantage of Meta-Speaker lies in its capability to physi-
cally project fine-grained audible sources with precise loca-
tionmanipulation. This sets it apart from traditional methods
and has the potential to fundamentally change the way of
manipulating the acoustic field.
Acoustic Nonlinearity. The field of acoustics has a vast
body of research focused on exploring nonlinearity [47], in
terms of the reception sensors (e.g., microphones), or the
medium through which the sound wave travels (e.g., air). (1)
Recent works [4, 30, 33, 39, 53] demonstrate the feasibility of
sending inaudible voice commands to voice-enabled devices
by exploiting the hardware nonlinearity in microphones.
The microphone nonlinearity can also be used for improv-
ing sensing granularity [6]. (2) Meanwhile, the air is also
nonlinear [33]. Based on the KZK equations [19, 52], which
describe the self-distortion of acoustic signals as they propa-
gate through a medium [18, 37, 44], we have the opportunity
to reproduce audible sources from ultrasounds. This gives
birth to directional speakers [18, 44] that can project audi-
ble sources along a narrow line (or beam). Meta-Speaker
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takes it a step further in the sense that it can project audible
sources with high manipulability, down to a point.
Acoustic Location-aware Communication. Recent work
SpotSound [14] also achieves spatial-selective transmission,
in which a message can be encoded to ensure that only the
target receiver can decode the valid message. The difference
between Meta-Speaker and SpotSound is that SpotSound
accomplishes spatial-selective transmission logically (i.e.,
signal precoding), while Meta-Speaker does so physically
(i.e., manipulable source projection).

9 DISCUSSION AND FUTUREWORK

Safety Concerns. A common concern is that ultrasounds
may create heat as they propagate through human tissues.
Fortunately, thanks to the high impedance mismatch be-
tween the air and the human skin, about 99.9% of the airborne
energy will be reflected by the skin, rather than absorbed by
the tissues [45]. Furthermore, there is no evidence to suggest
that ultrasound around 40 kHz and below 120 dB SPL (or
135 dB SPL) has adverse effects on human hearing, such as
temporary threshold shift [11, 20].
Grating Lobes. The beampattern of our system contains
undesirable grating lobes, as discussed in Sec. 4.1. The cause
of this issue is the minimum inter-sensor distance of 10 mm
imposed by our ultrasonic transducers (Murata MA40S4S),
which is larger than the half-wavelength. We have to clarify
that the source reproduced by the side lobes will be extremely
weak, even if exists. The reason is two-folded: First, the
signal strength of the side lobes is significantly lower than
that of the main lobe. The difference is typically from 10
dB to 20 dB. Second, due to the low volume, the side lobes
contribute much less to the air non-linearity, as explained
above. Nevertheless, it is possible to use smaller transducers,
such as Murata MA40H1S-R (measuring 5.2 mm × 5.2 mm),
to mitigate the issue of spatial aliasing.
Background Sounds. Background sounds have negligi-
ble impact on air non-linearity. The propagation of sound
induces vibrations in the air molecules, leading to an un-
even distribution of the air. A higher sound volume results
in larger vibration amplitudes of the air molecules, conse-
quently amplifying the non-linearity. For notable impact
on non-linearity, the sound volume needs to exceed 90 SPL,
which is far beyond the typical volume of background sounds.
Limited Bandwidth. The bandwidth of Meta-Speaker,
approximately 3.8 kHz, is restricted by the bandwidth of
the ultrasonic transducers utilized. It is feasible to combine
transducers with their resonant frequencies spanning a wide
frequency range to expand the bandwidth.
Orthogonal Frequency Division Multiplexing (OFDM).

In the context of location-aware communication, we opt for
FSK as the modulation method due to its simplicity of use

and robust performance. However, it is worth noting that
OFDM modulation presents a viable alternative that might
further enhance communication throughput.
Concurrent Multi-sources Projection. Currently, Meta-
Speaker is limited to projecting only one audible source at
a time. However, it is possible to explore multi-beam tech-
niques or take advantage of multipath effects to concurrently
project multiple sources. We leave it for future work.
Digital Phased Array. In order to reduce steering latency,
it is possible to steer the ultrasonic beam digitally using
digital phase shifts instead of a mechanical motor. However,
this approach comes with a trade-off. As the steering angle
increases, the digital phased array experiences a decrease in
array gain and an increase in beam width.
Non-Line-of-Sight (NLOS).Meta-Speaker is vulnerable to
signal blockage. The non-linear behavior of air, which is cru-
cial for Meta-Speaker’s functionality, becomes significant
only when the ultrasonic wave reaches a certain volume
level. If the ultrasonic wave is blocked, the reproduction
of the source will not occur as a substantial portion of the
ultrasonic signal strength is lost due to blockage reflection.
Multipath. The impact of multipath propagation (of ultra-
sonic beams) varies depending on the number of reflections
experienced by different paths. Paths that undergo multiple
reflections may have a negligible impact due to the substan-
tial loss of signal energy after each reflection. On the other
hand, paths experiencing only a single reflection may exhibit
noticeable reflections as the majority of the signal strength
is preserved [40, 41]. Therefore, careful consideration of the
room’s geometry during deployment is crucial to mitigate
the potential impact of single-reflected paths.
More Applications. With Meta-Speaker, a multitude of
potential applications in various fields become possible. For
instance, it can be utilized for active noise cancellation by
projecting an inverted noise wave directly to the noise source.
Additionally, it can be employed for acoustic sensing by
projecting sensing signals from various angles, providing a
more comprehensive and precise sensing solution.

10 CONCLUSION

This paper demonstrates the feasibility of reproducing au-
dible sources from ultrasounds in the air by exploiting air
nonlinearity. We propose a novel device, Meta-Speaker,
that can project audible with high manipulability in spatial
granularity. We prototype Meta-Speaker and demonstrate
its potential by presenting three illustrative applications.
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