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#### Abstract

Recently, mmWave has been widely used in fine-grained sensing applications due to its short wavelength and large bandwidth. One mmWave device usually can measure the target's 1D micro-displacement along the line-of-sight (LOS) direction. In this work, we try to empower mmWave with the capability of measuring 2D micro-displacements. Our insight is that although the mmWave reflection from one path contains only 1D observation, the spatial separability of mmWave offers an opportunity to separate multipath reflections from the received signal. Combining the coherent observations from multipath reflections can restore the 2D orbit of the target. Based on this insight, we present GWaltz, a mmWave sensing system that manages to measure sub$m m$-level 2D orbits of rotating machinery. In GWaltz, we first reveal the relationship between the rotor's movement and the observed ghost multipath reflections (GMRs) and then design a set of novel signal processing techniques to restore the rotor orbit from the poor-quality GMR signals. We implement GWaltz with a commercial mmWave radar, and our evaluation results show that it achieves an absolute error of about 8.42 um when measuring 100 um -diameter rotor orbits.
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## 1 INTRODUCTION

The past decade has witnessed much progress in mmWavebased wireless sensing, e.g., target localization and motion tracking [3, 21, 24, 42, 48]. As a sensing modality, mmWave has several highly attractive properties. Compared with traditional sensor- or vision-based sensing, it is non-intrusive, cost-effective, and unaffected by ambient light conditions. Compared with other wireless technologies such as 900 MHz RFID [45] and 2.4 GHz WiFi [41], mmWave naturally supports much more fine-grained sensing. For example, its large bandwidth endows it with a cm-level range resolution, and its high frequency, e.g., $77 G H z$, makes it sensitive to even submm -level displacements. With all those properties, mmWave radar is used in many fine-grained sensing applications, from object imaging [25, 49], activity and gesture recognition [20], to vital signal $[5,46]$ or tiny vibration measurement $[15,36]$.
In these applications, mmWave radar is basically regarded as a 1D displacement sensor. However, knowing the 2D or higher-dimensional micro-movements of a target is also essential in many scenarios. A typical example is to track the 2 D rotor orbit of rotating machinery. Specifically, the rotor is the critical component of a rotating machine (e.g., generator and electric motor), which rotates along an ellipse-shaped orbit with a tiny scale [1, 2, 12]. Tracking the rotor orbit is an essential way to monitor the health of the machine. A conventional method [8] is to deploy vibration sensors along


Figure 1: Measure 2D rotor orbit with sensors and GWaltz.
two different axes of the rotor, as shown in Fig. 1(a). However, such specialized vibration sensors require intrusive deployment, which leads to high deployment and maintenance costs. What's worse, the precise synchronization of multiple sensors further increases the system complexity and brings additional expenses. A non-intrusive alternative is to adopt two mmWave radars. However, apart from the problems mentioned above, this dual-radar solution has to share channel resources among radars, which could, in turn, degrade the measurement accuracy.

Therefore, we wonder: can we measure the $2 D$ rotor orbit with just a single mmWave radar? To do so, we explore the feasibility of leveraging the extra information extracted from the non-line-of-sight (NLOS) paths (i.e., signal's multipath reflections). Recent studies have already exploited multipath effects [17, 32, 33, 40] for 2D target localization. By observing images of a target from both the LOS reflection and the socalled ghost multipath reflections (GMRs), one can derive the target's actual position based on signal reflection models [16, 26, 30]. Nevertheless, different from those GMR-based 2D localization tasks, measuring the sub-mm-level 2D rotor orbit suffers the following two challenges:

- Understanding the relationship between the rotor orbit and GMR signals. Since the scale of the sub-mmlevel orbit is much smaller than the target size, we have to regard the target as a rigid body instead of a particle. In this case, the signal will be reflected by different points of the target when it is rotating. So, we have to build a more comprehensive model to (i) analyze the properties of GMR signals reflected from different points of its surface and (ii) understand the relationship between the rotor orbit, orbit of the reflection points GMR signals.
- Dealing with the poor signal quality of GMR signals. Compared with 2D localization, sub-mm-level orbit tracking requires much higher signal quality. However, GMR signals suffer from low SNR due to multiple reflections. As a result, the tiny variations of the signal's physical-layer properties (e.g., phase), which reflects the target's micromovements, are easily buried under the noise. Besides,

Table 1: Advantages of GWaltz over other methods

|  | Sensi- <br> tivity | Intrus- <br> iveness | Light <br> Condition | Synchro- <br> nization | Device <br> Cost |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Dual Sensor | High | High | No | Yes | Low |
| Dual Laser | High | Low | Low | Yes | High |
| Camera | High | No | High | No | High |
| RFID, WiFi, etc. | Low | No | No | Yes | Low |
| Dual Radar | High | No | No | Yes | High |
| GWaltz | High | No | No | No | Low |

the spatial resolution of commercial mmWave radars can hardly support the accurate separation of GMR signals. So, the received GMR signals might entangle with each other, which further impedes the signal quality.
As the first attempt to achieve the vision of orbit restoration with GMR signals, we propose GWaltz, a system that can measure sub-mm-level 2D rotor orbits of rotating machinery with just one mmWave radar. Compared with the existing methods, GWaltz is a high-sensitive, non-intrusive, synchronization-free, and easy-to-deploy solution, as shown in Tab. 1. With the continuously restored rotor orbits, GWaltz can be widely applied in industries for mechanical fault diagnosis. Our contributions can be summarized as follows:
First, with a complete understanding of the principle of mmWave signal reflections and the motion law of rigid bodies, we build an orbit-to-signal transformation (OST) model to quantify the relationship between the rotor orbit, surface vibration, and GMR signals. The model answers the following three questions: (i) how are the GMRs produced? (ii) is the orbit of the rotor consistent with that of the reflection points? (iii) what is the relationship between the 1D observation obtained from GMR signals and the rotor orbit?
Second, we embed the OST model in the design of a complete system GWaltz, and design a set of novel signal processing techniques to overcome practical challenges brought by poor signal qualities, including (i) a high-resolution GMR signal extraction algorithm that improves the separability of GMR signals; (ii) a noise-resilient displacement extraction algorithm that utilizes geometric features of the In-phase \&

Quadrature (IQ) domain signal to distinguish noises and displacement sequences; (iii) an independent-observation clustering algorithm to stably select available and independent 1D observations; (iv) a spatiotemporal iterative restoration algorithm that can efficiently extract the 2D rotor orbit.

Last, we implement the prototype of GWaltz with a commercial mmWave radar and evaluate its performance under various conditions. The experiment results demonstrate that GWaltz can achieve an absolute error of $8.42 u m$ when measuring 2D orbits with about 100 um diameters. Also, we find that GWaltz can accurately restore the orbit-shape features, e.g., eccentricity and orbit phase.

The rest of this paper is organized as follows. §2 first presents preliminary understandings of mmWave GMRs to motivate our work. $\S 3$ and $\S 4$ then introduce the overview and design of GWaltz respectively. §5 presents our prototype implementation and various evaluations and $\S 6$ compares GWaltz with related works. Last, §7 summarizes our work.

## 2 EXPLOITING GMRS FOR ORBIT RESTORATION

In this section, we review mmWave basics to measure microdisplacements (§2.1) and introduce our OST model (§2.2).

## 2.1 mmWave Displacement Measurement

The ability of mmWave to measure micro-displacements acts as the foundation of GWaltz. We adopt the commercial frequency-modulated continuous-wave (FMCW) radar (TI IWR1642 [13]) for its good range resolution, lightweight design and low cost. Basically, a FMCW radar sends continuous linear-frequency-modulated chirp signals and translates the beat frequency between the TX and RX signals into the range measurement [5]. To separate targets at different angles, the radar performs the spatial spectrum analysis with multi-RX inputs [14]. Readers are suggested to refer to [5, 14, 34] for details. Here we just summarize the two-step Range-Angle FFT process for the $N$-RX radar as follows:

$$
\begin{align*}
\qquad\left\{y^{[n]}(t)\right. & \left.=A^{[n]} \exp \left[j 4 \pi\left(f_{c}+K_{c} t\right) \frac{R^{[n]}(t)}{c}\right]\right\}_{n \in N} \\
\xrightarrow[\text { per RX }]{\text { Range FFT }} & \left\{y_{r}^{[n]}(t)=A^{[n]} \exp \left[j 4 \pi f_{c} \frac{R_{r}^{[n]}(t)}{c}\right]\right\}_{n \in N} \\
\xrightarrow[\text { all RXs }]{\text { Angle FFT }} & y_{r, a}(t)=A \exp \left[j 4 \pi f_{c} \frac{R_{r, a}(t)}{c}\right] \tag{1}
\end{align*}
$$

where $f_{c}, K_{c}$, and $T_{c}$ are the start frequency, frequency slot, and FMCW chirp period, respectively. The input of this process is the $N$-RX beat-frequency signals $\left\{y^{[n]}(t)\right\}_{n \in N}$, and the output is the signal reflected from the targets located at the discrete range bin $r$ and angle bin $a$, denoted as


Figure 2: The formation and properties of GMRs.
$y_{r, a}(t)$. The Fourier analysis tells us that the range resolution $\Delta r=\frac{c}{2 B}$ is determined by the chirp bandwidth $B=K_{c} \cdot T_{c}$ while the angle resolution $\Delta a=\frac{2}{N \cos a}$ is mainly determined by the array size $N$ [14]. For TI IWR1642, $\Delta r \approx 4 \mathrm{~cm}$ and $\Delta a \approx 30^{\circ}$ when $a \approx 0$. Thus, imaging technologies like inverse synthetic aperture radar (ISAR) [23] can hardly track the sub-mm-level rotor orbit with such limited resolutions.

Since the sub-mm-level displacement is within the wavelength of mmWave, it can be directly extracted from $\angle y_{r, a}$ [5, 42]. Suppose the radar-target distance $R_{r, a}(t)=R_{r, a}+d(t)$, where $d(t)$ is the time-varying 1D micro-displacement and $R_{r, a}$ is the time-invariant term, $d(t)$ can be computed with:

$$
\begin{equation*}
d(t)=\frac{c}{4 \pi f_{c}} \operatorname{unwrap}\left(\angle y_{r, a}\right)-R_{r, a} \tag{2}
\end{equation*}
$$

### 2.2 Orbit-to-Signal Transformation Model

To track a target's 2D orbit, GWaltz tries to exploit the extra information contained in GMRs instead of deploying extra devices. Fig. 1(b) depicts its measurement scheme: we place the radar in front of the rotor and ensure that its RX array is perpendicular to the rotor's central axis. Due to GMRs from ambient reflectors, e.g., wall, floor, or ceiling, the radar will observe several separable ghost images coherently rotating with the intrinsic image, as if they were dancing the waltz together. For each GMR signal, GWaltz extracts one 1D observation at a certain observation angle. Together with all the multi-angle observations, it can finally restore the 2D rotor orbit with just a single radar. Next, we introduce the formation and properties of GMRs (§2.2.1), the coherence between the 2D rotor orbit and 2D surface vibration (§2.2.2), and the projection relationship between 1D observations from GMR signals and the 2D orbit (§2.2.3).
2.2.1 GMR Signal Properties. Eq. 1 tells us that the radar obtains $y_{r, a}(t)$ if there are reflections from the location bin ( $r, a$ ), where $r$ equals the half-length of the traveling path and $a$ equals AoA. Here, $y_{r, a}(t)$ can be either a LOS or NLOS reflection. For a LOS reflection, it forms an intrinsic image of the target at the correct location. For a NLOS reflection, it


Figure 3: Observation experiment of GMR properties.
forms a ghost image at an incorrect location, since the radar still assumes the rectilinear signal propagation.

Fig. 2(a) depicts the relationship between intrinsic and ghost images under the particle GMR assumption. We only focus on GMRs reflected once by the target and zero or multiple times by other reflectors, since only these GMRs carry extractable motion characteristics. We define the order of a GMR as the number of reflections from ambient reflectors. Due to accumulated energy losses, higher-order GMRs are often negligible. So, we in this paper only discuss the properties of $0^{\text {th }}, 1^{\text {st }}$ and $2^{\text {nd }}$-order GMRs:

- $0^{\text {th }}$-order GMR - $G_{0}$ : Without loss of generality, $G_{0}$ stands for the LOS reflection from the target. Suppose $L_{1}$ is the vector form of the LOS path, then $r_{0}=\left|\boldsymbol{L}_{1}\right|$ and $a_{0}=-\angle \boldsymbol{L}_{1}$.
- $1^{\text {st }}$-order GMR - $G_{1}: G_{1}$ represents the reflection signal bounced by an ambient reflector for once. There are two reverse traveling paths $\left|L_{1}\right| \rightarrow\left|L_{3}\right| \rightarrow\left|L_{2}\right|$ and $\left|L_{2}\right| \rightarrow\left|L_{3}\right| \rightarrow$ $\left|\boldsymbol{L}_{1}\right|$. In radar's perspective, since it can only infer a signal's propagation distance and AoA, the reflection signal will induce two GMRs ( $G_{1,1}$ and $G_{1,2}$ ) with the same range $r_{1,1}=r_{1,2}=\frac{1}{2}\left(\left|\boldsymbol{L}_{1}\right|+\left|\boldsymbol{L}_{2}\right|+\left|\boldsymbol{L}_{3}\right|\right)$ but different AoAs, i.e., $a_{1,1}=\angle \boldsymbol{L}_{2}$ while $a_{1,2}=-\angle \boldsymbol{L}_{1}$.
- $2^{\text {nd }}$-order GMR - $G_{2}: G_{2}$ represents the signal bounced by ambient reflectors for twice. A typical $G_{2}$ has a traveling path following the principle of specular reflection, i.e., $G_{2}$ and $G_{0}$ are mirrored images. In radar's perspective, $G_{2}$ has the same AoA as $G_{1,1}$ but a longer range.
The above discussion treats the target as a particle. However, the volume and shape of the rigid-body target can't be neglected in our case, where the target size is much larger than the orbit size. Fig. 2(b) depicts the rigid-body GMR assumption. As we can see, $G_{0}$ and $G_{2}$ are still mirrored images while $G_{1,1}$ and $G_{1,2}$ slightly deviate from their ideal positions. This is because signals traveling along paths $\left|\boldsymbol{L}_{1}\right| \rightarrow\left|\boldsymbol{L}_{3}\right| \rightarrow\left|\boldsymbol{L}_{2}\right|$ and $\left|\boldsymbol{L}_{2}\right| \rightarrow\left|\boldsymbol{L}_{3}\right| \rightarrow\left|\boldsymbol{L}_{1}\right|$ will reach different points on the target surface, which further leads to slightly different incident (and thus exit) angle of the two paths. Such a slight deviation makes it difficult to calculate the reflection properties of GMRs deterministically. So we use a searching-based method, as will be discussed in §4.


Figure 4: Orbit-to-signal transformation model.

To visualize practical GMRs, we conduct an observation experiment. As shown in Fig. 3(a), a centrifuge and an aluminum plate act as the rotating device and reflector, respectively, whose deployment obeys the illustration in Fig. 2(b). After collecting the reflected signals, we extract $y_{r, a}(t)$ from every location bin $(r, a)$ and plot their magnitudes in the range-angle map (RAM): a higher magnitude of a point $(r, a)$ stands for the stronger signal strength of the reflection from that location [14]. Fig. 3(b) shows the decibel-form RAM that clearly describes GMRs and their properties:

- Higher-order GMRs have lower energy and poorer SNR.
- GMRs' geometric relationships obey our assumption.
- There exist ambient reflections from either the table, floor, or walls that may get entangled with the desired GMRs.


### 2.2.2 Coherence underlying Rotor Orbit and Surface Vibra-

 tion. With the basic knowledge of GMR signals, we further analyze the relationship between the reflection signals on the target surface and the rotor orbit. Since the radar cannot directly perceive the movement of the rotor center, it can only receive the signal reflected from the reflection points on the target surface. Although we have the primary assumption that the target surface moves in accord with the rotor, the trajectory of those reflection points are not necessarily the same as the trajectory of the rotor center. We define the latter one as the rotor orbit, whose location at time $t$ is $\boldsymbol{s}_{t}=\left(s_{x, t}, s_{y, t}\right)^{\top}$ ( $\top$ stands for the matrix transpose), and define the former one as the surface vibration $s_{t}^{\prime}$. Then, to restore the rotor orbit from GMR signals, the preliminary task is to explore whether GMR signals can accurately reflect the rotor orbit or not. That is, denoting $\boldsymbol{o}_{t}=s_{t}-s_{t-1}$ and $\boldsymbol{o}_{t}^{\prime}=\boldsymbol{s}_{t}^{\prime}-\boldsymbol{s}_{t-1}^{\prime}$, do we always have $\boldsymbol{o}_{t}=\boldsymbol{o}_{t}^{\prime}$ ?We demonstrate the underlying coherence with the two examples in Fig. 4. Based on whether the incident wave arrives at the surface along its normal direction or not, we classify GMR signals into two categories. Fig. 4(a) shows the case of normal incidence $\left(G_{0} \& G_{2}\right)$, where points $s_{1} \sim s_{4}$ and


Figure 5: System overview of GWaltz.
$s_{1}^{\prime} \sim s_{4}^{\prime}$ denote the trajectories of the rotor center and the reflection points respectively. For each pair of two successive points, say $s_{1}^{\prime}$ and $s_{2}^{\prime}$, since the normal incident direction must pass through the center, we have $\left|\overrightarrow{s_{1} s_{1}^{\prime}}\right|=\left|\overrightarrow{s_{2} s_{2}^{\prime}}\right|$. In addition, since incident waves are assumed to be parallel with each other, we further have $\overrightarrow{s_{1} s_{1}^{\prime}} \| \overrightarrow{s_{2} s_{2}^{\prime}}$. So finally we have $\overrightarrow{s_{1} s_{1}^{\prime}}=\overrightarrow{s_{2} s_{2}^{\prime}}$ and thus $\overrightarrow{s_{1} s_{2}}=\overrightarrow{s_{1}^{\prime} s_{2}^{\prime}}$. For the case of nonnormal incidence ( $G_{1}$ ) in Fig. 4(b), we still have $\overrightarrow{s_{1} s_{1}^{\prime}}=\overrightarrow{s_{2} s_{2}^{\prime}}$ and $\overrightarrow{s_{1} s_{2}}=\overrightarrow{s_{1}^{\prime} s_{2}^{\prime}}$. Therefore, we have proved that $\boldsymbol{o}(t)=\boldsymbol{o}^{\prime}(t)$, i.e. $\boldsymbol{s}(t)$ and $\boldsymbol{s}^{\prime}(t)$ are coherent.
2.2.3 2D Orbit Restoration with $1 D$ GMR Observations. The previous section has verified the coherence between the rotor orbit and the surface vibration. However, the radar can only perceive the 1D displacements of the surface rather than its 2D vibrations. Then, this section further explores the relationship between the 2D rotor orbit / surface vibration and those 1D displacements observed from GMRs.

For any 2D movement trajectory of a target, the mmWave radar can only extract its projections on signal propagation directions, i.e., incident and exit directions. We illustrate this projection model in cases of normal and non-normal incidence in Fig. 4. Denoting their normal direction by $\beta$ and the equal incident and exit angles by $\gamma$, the incident and exit directions can be represented as $\beta^{\prime}=\beta-\gamma$ and $\beta^{\prime \prime}=\beta+\gamma$ respectively. Without loss of generality, we have $\gamma=0$ and $\beta^{\prime}=\beta^{\prime \prime}=\beta$ for the normal-incidence case. Then the 1D displacement $d$ measured by the radar can be computed as the average of the projections of $\boldsymbol{o}^{\prime}$ on $\beta^{\prime}$ and $\beta^{\prime \prime}$ :

$$
\begin{align*}
& d\left(\boldsymbol{o}^{\prime} \mid \beta, \gamma\right)=d(\boldsymbol{o} \mid \beta, \gamma)=\frac{1}{2}\left(\boldsymbol{v}_{\beta^{\prime}}^{\top} \boldsymbol{o}+\boldsymbol{v}_{\beta^{\prime \prime}}^{\top} \boldsymbol{o}\right) \\
& =\frac{1}{2}\left[\left(o_{x} \cos \beta^{\prime}+o_{y} \sin \beta^{\prime}\right)+\left(o_{x} \cos \beta^{\prime \prime}+o_{y} \sin \beta^{\prime \prime}\right)\right]  \tag{3}\\
& =\cos \gamma \cdot\left(o_{x} \cos \beta+o_{y} \sin \beta\right)=\cos \gamma \cdot \boldsymbol{v}_{\beta}^{\top} \boldsymbol{o}
\end{align*}
$$

where $\boldsymbol{v}_{\beta}=(\cos \beta, \sin \beta)^{\top}$ is the projection vector. Eq. 3 tells us that $d$ is a projection of $\boldsymbol{o}$ on the normal direction $\beta$ (also
known as its observation angle), and the incident/exit angle $\gamma$ can be considered as a scaling factor whose value range is $\cos \gamma \in(0,1], \gamma \in\left[0, \frac{\pi}{2}\right)$. In the case of normal incidence, we have $\gamma=0$ and $\cos \gamma=1$.

Finally, we can formulate the coherence underlying multiangle observations $\left\{d\left(\boldsymbol{o} \mid \beta_{m}, \gamma_{m}\right)\right\}_{m \in M^{\prime}}$ : (i) they are 1D projections of the same 2D movement; (ii) they are intrinsically synchronized since the differences in the propagation time on different paths are significantly smaller than the chirp sampling period. This verifies our insight that we can restore the $2 D$ orbit $\boldsymbol{o}$ with multi-angle $1 D$ observations $\left\{d\left(\boldsymbol{o} \mid \beta_{m}, \gamma_{m}\right)\right\}_{m \in M}$. However, it's a non-trivial task to implement this idea due to the following challenges:

- The first concern is the signal qualities of the GMRs. Since higher-order GMRs basically have poorer SNR, we have to figure out a way to stably identify GMRs and tolerate the phase noises of GMRs when extracting 1D observations.
- The second concern is the lack of prior knowledge about ambient reflectors. Thus, it's very difficult to determine the orders of GMRs as well as the projection parameters $\beta_{m}$ and $\gamma_{m}$. Moreover, we find GMRs could be close or even overlap with each other in practice, which could further impede the displacement extraction.


## 3 GWALTZ OVERVIEW

Fig. 5 depicts the overview of GWaltz: it takes raw beatfrequency signals from 4 RXs of the mmWave radar as inputs, and outputs the 2 D rotor orbit. To achieve this goal, we design a processing pipeline consisting of the following 4 modules:

- Module 1 - GMR Signal Extraction: The $1^{\text {st }}$ module serves as the prerequisite of the system: it identifies GMR areas, i.e., the locations of GMRs in the RAM, and extracts corresponding GMR signals. To improve the spatial resolution of GMR signals and avoid them being overwhelmed by noises, we bring several advanced signal processing technologies together.


Figure 6: ERAM generation and GMR detection.

- Module 2-1D Displacement Extraction: The $2^{\text {nd }}$ module generates the core intermediate results of the system: it extracts the 1D displacement sequence embedded in each GMR signal. To extract the tiny signal variation caused by the sub-mm-level displacement from the noisy signal, we utilize the signal's geometric features in the IQ domain to distinguish noises and displacement sequences. For every GMR signal in every GMR area, we run this module separately to get multiple 1D displacement sequences.
- Module 3-Observation Selection: The $3^{\text {rd }}$ module is designed to ensure the quality of the intermediate results. Since one detected GMR area might falsely contain more than one GMR, the extracted 1D displacement sequences might be a joint result of several independent observations. To solve the problem, we design an independence clustering algorithm to generate the final 1D observations for the orbit restoration.
- Module 4-2D Orbit Restoration: The $4^{\text {th }}$ module collects all the independent 1D observations from all GMR areas to restore the 2D orbit. An optimization problem is formulated to simultaneously solve the orbit as well as the undetermined projection parameters. We design a spatiotemporal iteration algorithm to split the searching space for higher efficiency.


## 4 GWALTZ DESIGN

### 4.1 GMR Signal Extraction

The primary task of this module is to improve the separability of GMR signals, find their locations, and extract them in a high-fidelity and efficient way.

Step 1 - Enhanced RAM Generation: With the FMCW modulation and multi-RX inputs, the raw mmWave signals can be separated into reflection signals from every discrete location bin $(r, a)$. However, the angular resolution of the raw RAM generated through the Range-Angle FFT process is very limited [27], as shown in Fig. 6(b). This makes the extracted GMR signals entangled with each other. To improve the angular resolution of RAM, our basic idea is utilizing the receiver beamforming (RBF) technology [27, 35] instead of

Angle-FFT. RBF calculates the optimal aggregation weights of the RX antennas that can make them concentrate on the desired direction [34]. To reduce signal distortions under noises during RBF, we choose robust Capon beamforming (RCBF) technology [35]. Then, to further increase the quality of RAM, we adopt Blackman windowing and direct-current component filtering to reduce the spectral leakage problem [27] and eliminate static clutters, respectively. The enhanced RAM (ERAM) shown in Fig. 6(e) shows a much higher resolution than the raw RAM, where GMRs can be clearly separated and observed.

Step 2-GMR Detection: Next, to find the locations of GMRs in ERAM, the main challenge is the trade-off between the missed and false detection rate under noise. Instead of applying a fixed threshold to ERAM, we adopt constant false alarm rate (CFAR) detector [27], which derives a dynamic power threshold according to the estimated noise level and the expected false alarm rate [28]. We cascade two noiseresilient Ordered-statistic CFAR in the range and angle domains, thus weighing the effectiveness and efficiency. Fig. 6(e) shows the 2D bounding boxes where GMR signals possibly locate in ERAM as detected GMR areas.

Step 3-GMR Signal Output: With the detected GMR areas, the final step is to extract them from ERAM through RCBF. However, the computation cost of the global operation, i.e., scanning every location bin to perform the signal extraction with RCBF, is relatively high. Fortunately, we find that as long as the operating environment keeps stable, the signal propagation paths are basically unchanged, and thus the detected GMR areas are also unchanged. Thus, we only perform RCBF globally once in a while to generate ERAM for GMR Detection. And then, we perform RCBF locally only on the detected location bins for subsequent data frames. This heuristic idea achieves $3 X \sim 5 X$ speed-up.

### 4.2 1D Displacement Extraction

The second module extracts 1D displacement $d(t)$ from every GMR signal $y_{r, a}(t)$. In this section, we first show how poor-SNR signal affect the process of 1D placement extraction in §4.2.1 and provide our noise-resilient displacement extraction algorithm in §4.2.2.
4.2.1 GMR Signal Model and Impact of Poor SNR. Inspired by some existing researches [15, 42], the samples of $y_{r, a}(t)$ form an arc in the IQ domain. The central angle $\theta$ of the arc is determined by the peak-to-peak amplitude of the displacement $D$, and the circle radius $\tau$ is proportional to the signal strength. The center of the arc is theoretically located at the origin of coordinates.

In practice, however, GMR signal contains not only the time-varying part $y_{r, a}(t)$ induced by periodic rotor rotation but also the time-invariant part that stands for the static


Figure 7: Signal features in the IQ domain.
background reflections [42]. Fig. 7(a) visualizes the GMR signal model $y_{r, a}^{*}(t)$ as:

$$
\begin{equation*}
y_{r, a}^{*}(t)=y_{r, a}(t)+\hat{y}_{r, a}=A \exp \left[j 4 \pi f_{c} \frac{R_{r, a}+d(t)}{c}\right]+\hat{y}_{r, a} \tag{4}
\end{equation*}
$$

where $\hat{y}_{r, a}$ represents an aggregation of all the static background reflections from the bin $(r, a)$. Since $\hat{y}_{r, a}$ is a constant value, the background reflection only induces a displacement of the arc in the IQ domain, as shown in Fig. 7(a). The deviation exactly represents the signal vector of the background reflection. So, to infer $\hat{y}_{r, a}$, a common strategy is to find the center of the signal arc in the IQ domain through a circle fitting process [15, 22].

However, traditional fitting-based methods are vulnerable to poor SNR condition that is inevitable for high-order GMRs. To understand this problem, we illustrate an example of the poor-SNR signal in Fig. 7(b). As we can see that (i) the sub$m m$-level displacements induce a particularly small central angle $\theta$; and (ii) the weak high-order GMR signal makes a particularly low circle radius $\tau$. As a result, the signal samples form a cluster rather than an arc, which significantly degrades the fitting performance. Although some existing methods [15] are proposed to mitigate this problem by utilizing multi-frequency calibration, they require at least one good initial fitting result on a certain frequency. This makes them unsuitable for our case, where the high-order GMRs may exhibit limited SNR on all the frequencies.
4.2.2 Signal Fitting with Circle Fitting Constraint. Before introducing our solution, let's have a quick look at the 4 typical wrong fitting results in Fig. 7(b): $C_{2}$ and $C_{3}$ show the cases where the arc radius is inaccurately estimated while $C_{1}$ and $C_{4}$ shows the cases where the direction of the circle center (defined as the direction of the circle center respect to the signal arc's midpoint) is incorrectly identified. The inaccurate circle radius leads to an inaccurate estimation of the signal amplitude ( $C_{2} \& C_{3}$ ). However, the wrong circle radius causes a more serious error that treats the signal variation caused by the noise as the vibration signal and outputs a wrong signal sequence $\left(C_{4}\right)$. Thus, to cope with the poorSNR GMR signal, our basic insight is that: we first ensure the


Figure 8: Projection-based center direction metric.
correctness of signal extraction with a strong constraint on the center direction, then try our best to improve the accuracy with $a$ weak constraint on the circle radius. Next, we describe how to derive these two constraints.

Center Direction Constraint $\Omega_{1}$ : First, we derive $\Omega_{1}$ by searching for the correct center direction $\alpha$. Our key insight here is although the signal arc of GMRs may be overwhelmed by noises, the signal's variation in the IQ domain caused by the noise is highly random, while the variation caused by the displacement is deterministic (i.e., along the arc). Thus, when projecting the IQ samples to the normal direction of the signal arc and observe the change in the signal's amplitude with time, we can obtain a signal sequence that best preserves the distinct pattern of the sinusoidal waveform, as shown in Fig. 8(a). As a result, for a better center direction, the energy of the projection sequence's spectrum is more concentrated to a certain frequency. Based on the above observation, we combine two spectrum features to find the best $\alpha$ (i) The spectrum kurtosis $\kappa_{b}$ of the rotation frequency band $b$, e.g. $[10,200] \mathrm{Hz}$ for the centrifuge we have used. (ii) The band spectrum energy ratio $\xi_{b}=\frac{e_{b}}{e}$ where $e$ is the total spectrum energy and $e_{b}$ is spectrum energy of the band $b$. With $\kappa_{b}$ and $\xi_{b}$, we propose a metric $k=\max \left(0, \kappa_{b}\right) \cdot \xi_{b}$ to quantify how likely a certain direction is the correct center direction.

By enumerating $\alpha$ with a step of $\delta \alpha=\frac{\pi}{16}$, we compute the metric $k_{\alpha}$ and visualize their values with the radar plots shown in Fig. 8(b), where red arrows indicate best direction $\alpha^{*}$ with the highest $k_{\alpha^{*}}$. Due to the perpendicularity between $\alpha^{*}$ and the deterministic tangent direction of the signal arc, the radar plot forms a shape of the number 8 , whose peaks and valleys are perpendicular to each other. Since $k_{\alpha}$ has two opposite-direction peaks, we construct $\Omega_{1}$ as two symmetrical areas: $\left[\alpha^{*}-\delta \alpha, \alpha^{*}+\delta \alpha\right] \cup\left[\alpha^{*}-\delta \alpha+\pi, \alpha^{*}+\delta \alpha+\pi\right]$ where $\alpha^{*} \in[0, \pi)$. Note that the opposite-direction circle $\left(C_{1}\right)$ will generate a displacement sequence with an opposite phase, which is tolerated by inverting its observation angle.

Circle Radius Constraint $\Omega_{2}$ : Since the circle radius $\tau$ is hard to accurately estimate in practice, we derive $\Omega_{2}$ based on


Figure 9: Illustration of circle fitting constraint.
the prior knowledge of the range in the vibration amplitude $D$, e.g., $D \in[20,100]$ um for our centrifuge. Given $\theta=\frac{8 \pi D}{\lambda}$, we can build the relationship between $\theta$ and $\tau$ by introducing the concept of the projection height. As shown in Fig. 9(b), the projection height $h$ is the maximum range of the projected signal samples in the best direction. We can get $\sin \frac{\theta}{2}=\frac{h}{2} / \tau$, that is $\tau=\frac{h}{2} / \sin \left(\frac{4 \pi D}{\lambda}\right)$. Given $D \in\left[D_{\min }, D_{\max }\right]$, we get $\Omega_{2}$ as $\left[\frac{h}{2} / \sin \left(\frac{4 \pi D_{\text {max }}}{\lambda}\right), \frac{h}{2} / \sin \left(\frac{4 \pi D_{\text {min }}}{\lambda}\right)\right]$.
Fig. 9(c) shows how $\Omega_{1}$ and $\Omega_{2}$ jointly bound the searching space of the fitting process. Then, we form a nonlinear-leastsquare optimization that minimizes the geometric distances from every sample to the circle under $\Omega_{1}$ and $\Omega_{2}$ :

$$
\begin{align*}
z^{*}, \tau^{*}=\operatorname{argmin} & L(X \mid z, \tau)=\sum_{i=1}^{N}\left(\left\|x_{i}-z\right\|-\tau\right)^{2}  \tag{5}\\
\text { s.t. } & z \text { satisfies arctan }(z 2 / z 1) \in \Omega_{1} \\
& \tau \text { satisfies } \tau \in \Omega_{2}
\end{align*}
$$

where $z=\left(z_{1}, z_{2}\right)^{\top}$ and $\tau$ are the center coordinate and radius of the fitted circle respectively, and $X=\left\{x_{1}, \ldots, x_{N}\right\}$, $x_{i} \in \mathcal{R}^{2}$ are IQ samples of the GMR signal. We compute $\Omega_{1}$ and $\Omega_{2}$ with $X$ and convert them into the penalty terms in the loss function with Lagrange multiplers. Then, the optimization problem is solved with the Levenberg-Marquardt (LM) algorithm [7]. Finally, we get $y_{r, a}(t)=X-z^{*}$ and extract the 1D displacement sequence $d(t)$ from $\angle y_{r, a}(t)$.

### 4.3 Observation Selection

In ERAM, different GMRs could be very close to or even overlap with each other for the following two reasons. First, due to the limited resolution of ERAM, it is possible that one


Figure 10: Independent observation clustering.
detected GMR area actually contains multiple GMRs. Second, signals traveling from different paths could occasionally fall into the same location bin if they have similar AoAs and equivalent propagation distances. Either of these two cases results in inaccurate 1D displacement measurement. Therefore, we in this section propose a method to first filter out the bins that contain multiple GMR signals, and then separate the GMRs that are incorrectly bounded into one GMR area.
Step 1-Usable Candidate Selection: First, we select 1D displacement sequences with good SNR as candidates. Geometric features like circle radius, signal height, best direction metric, and spectrum features like kurtosis and energy ratio are considered. We calculate their normalized sums as the candidate weights. Only top- $70 \%$ weighted sequences are kept as candidates in this step.
Step 2 - Independent Candidate Clustering: Next, we select independent candidates as the final 1D observations. A problem here is how to quantify their dependence? By observing the candidates extracted from one detected GMR area, we find that two factors cause their dependence:

- Physical Adjacency: GMR signals from adjacent positions on the target surface have similar motion characteristics.
- Logical Adjacency: FFT or beamforming process causes inevitable spectrum leakage, which makes GMR signals extracted from adjacent bins similar to each other.
Therefore, we empirically select two features to identify two independent GMR signals: (i) the phase value $\phi$ of the candidate, and (ii) the bin location of the GMR signal where the candidate comes from. We consider that two candidates are independent if they have different phase values and they come from non-adjacent bins.
The above insight motivates the our independence clustering algorithm. First, we derive a phase-based similarity metric with a wrapping period of $\pi: \min \left\{\left|\phi_{1}-\phi_{2}+\Delta \phi\right|\right\}, \Delta \phi \in$ $\{-\pi, 0, \pi\}$. We choose the wrapping period of $\pi$ instead of $2 \pi$, because our displacement extraction algorithm with symmetrical constrained areas could produce similar displacement sequences with opposite phases. Second, we set the similarity metric to $+\infty$ if two candidates don't come from each


Figure 11: Processing steps of a 3-cluster GMR area.
other's $3 \times 3$ neighborhood. Finally, the similarity metrics are fed into a classic clustering algorithm, DBSCAN [6]. Fig. 10(b) shows the clustering result, where different edge colors of different location bins stand for their different clusters. At last, we calculate the weighted aggregation of the candidates in each cluster as one final observation. Fig. 11 shows an example of this processing chain.

### 4.4 2D Orbit Restoration

The final module restores the 2D orbit with all the independent 1D observations from all detected GMR areas. We first formulate the restoration problem that exploits the observations' coherence and diversity to simultaneously solve undetermined projection parameters and the orbit (§4.4.1). A spatiotemporal iteration algorithm is proposed to improve its efficiency by splitting the searching space (§4.4.2).
4.4.1 Problem Formulation. With $M$ independent 1D observations, we obtain $M$ sequences of 1D displacement measurements $d_{m}(t), m \in[1, M]$. Recall that $d_{m}(t)$ is a projection of the orbit $\boldsymbol{o}(t)$, i.e. $d_{m}(t)=\cos \gamma_{m} \cdot \boldsymbol{v}_{\beta_{m}}^{\top} \boldsymbol{o}(t)$, where $v_{\beta_{m}}=\left(\cos \beta_{m}, \sin \beta_{m}\right)^{\top}$ is the projection vector and $\cos \gamma_{m}$ is the amplitude scaling factor. As we have discussed in $\S 2$, parameters $\beta_{m}$ and $\gamma_{m}$ are determined by the relative positions of the target, the radar, and the ambient reflectors. Moreover, we apply an error factor $\epsilon_{m}$ to $d_{m}(t)$ to tolerate the inaccurate amplitude estimation due to poor SNR conditions. Since both $\epsilon_{m}$ and $\cos \gamma_{m}$ can be considered as amplitude scaling factors, we can combine these two factors to create one variable $g_{m}=\frac{\cos \gamma_{m}}{\epsilon_{m}}$ :

$$
\begin{equation*}
d_{m}(t)=g_{m} \boldsymbol{v}_{\beta_{m}}^{\top} \boldsymbol{o}(t), m \in[1, M] \tag{6}
\end{equation*}
$$

With $T$ samples of $d_{m}(t), t \in[1, T]$, Eq. 6 can be expanded into a set of $M \cdot T$ equations, where $2 M+2 T$ variables are undetermined. Then we can represent the equation set in the matrix form:

$$
\begin{align*}
\boldsymbol{D} & =\boldsymbol{G V O}, \\
\text { where } \boldsymbol{D} & =\left\{d_{m}(t)\right\}_{M \times T}, \boldsymbol{G}=\operatorname{diag}\left(\left\{g_{m}\right\}_{M \times 1}\right),  \tag{7}\\
\boldsymbol{V} & =\left\{\boldsymbol{v}_{\beta_{m}}^{\top}\right\}_{M \times 2}, \boldsymbol{O}=\{\boldsymbol{o}(t)\}_{2 \times T}
\end{align*}
$$

Then, our goal is to search for the optimal variables that minimize the $2^{\text {nd }}$-norm $\|D-G V O\|^{2}$. Two constraints can be applied to bound the searching space. First, for the LOS reflection $G_{0}$ (i.e. $m=1$ ), its projection parameters can be obtained as prior knowledge: (i) the observation angle $\beta_{1}$ can be fixed to $-\frac{\pi}{2}$ if we place the radar directly in front of the rotating device; (ii) $g_{1}$ can be set to 1 since $\cos \gamma_{1}=1$ as we analyzed before and $\epsilon_{1}$ can be deemed as 1 due to the high SNR of $G_{0}$. Second, we can further derive a rough estimation of $g_{m}, m \in[2, M]$ in practice: (i) since the low SNR condition basically causes a larger amplitude estimation, we can have $\epsilon_{m} \in[0.75,1]$; (ii) $\gamma_{m}$ can be roughly estimated based on the deployment, e.g., $\gamma_{m} \in\left[0, \frac{\pi}{6}\right]$ in our experiment setup. Then, the rough value range of $g_{m}, m \in[2, M]$ can be computed.
4.4.2 Spatiotemporal Iterative Restoration. Although we have bounded the searching space in the last step, directly searching for $\boldsymbol{G}, \boldsymbol{V}$ and $\boldsymbol{O}$ simultaneously is still a highly complex process. We propose a high-efficiency spatiotemporal iteration method to divide and conquer the problem.

Among these unknown variables, we denote time-invariant $G$ and $V$ as the spatial variables that are only related to the traveling paths of GMRs. And we denote time-varying $O$ as the temporal variable that is irrelevant to GMRs. With the prior of spatial variables, the temporal variable can be directly inferred with the equation set and vice versa. Therefore, we design an iteration-based restoration algorithm that significantly reduces the searching space: for each iteration $i \in\left[1, i_{\max }\right]$, we solve $\boldsymbol{O}^{[i]}$ with $G^{[i-1]}, V^{[i-1]}$, and then solve $G^{[i]}, V^{[i]}$ with $O^{[i]}$. The initial value $G^{[0]}$ is set to a vector whose elements are all 1 , and $V^{[0]}$ is guessed by regarding all GMRs as $2^{\text {nd }}$-order GMRs since their observation angles can be deterministically derived with the OTS model. Next, we present the detailed algorithm, where the superscript $i$ is neglected for clarity.
(1) Temporal Variable Solver: With the known $G$ and $\boldsymbol{V}$, Eq. 7 is degenerated into a overdetermined linear equation set, where $\boldsymbol{O}$ can be solved with the linear least square (LLS) method. We adopt the weighted LLS with a diagonal weight matrix $W$ whose elements are the candidate weights of $D$ :

$$
\begin{equation*}
W G^{-1} D=W V O \Longrightarrow O=\left(V^{\top} W V\right)^{-1} V^{\top} W G^{-1} D \tag{8}
\end{equation*}
$$

(2) Spatial Variable Solver: Assuming the independence among spatial variables, we run this solver on each observation separately. Eq. (9) shows the loss function of the searching process. To quantify the similarity between $\boldsymbol{d}_{m}(t)$ and $g_{m} \boldsymbol{v}_{\beta_{m}}^{\top} \boldsymbol{o}(t)$, we first use cosine distance, a widely used metric in comparing two periodic signals, to quantify their similarity in phase, i.e., the amount of misalignment between them. Then we use the Euclidean distance to quantify their similarity in amplitude. We use these two steps to find a


Figure 12: Restored and ground-truth orbits.
sequence with an acceptably high goodness-of-fit.

$$
\begin{array}{ll}
\min _{\beta_{m}} & L_{m, 1}=1-\frac{\left(\boldsymbol{d}_{m}\right)^{\top}\left(g_{m} \boldsymbol{v}_{\beta_{m}}^{\top} \boldsymbol{o}\right)}{\left\|\boldsymbol{d}_{m}\right\| \cdot\left\|g_{m} \boldsymbol{v}_{\beta_{m}}^{\top} \boldsymbol{o}\right\|}  \tag{9}\\
\min _{g_{m}} & L_{m, 2}=\left\|\boldsymbol{d}_{m}-g_{m} \boldsymbol{v}_{\beta_{m}}^{\top} \boldsymbol{o}\right\|^{2}
\end{array}
$$

Fig. 12 shows examples of the orbits restored by GWaltz, where the blue and red orbits stand for the restored orbit and the ground truth, respectively. The directions and lengths of red arrows indicate the observation angles and amplitudes of 1D observations, respectively. As expected, the initial orbit after one LLS shows great bias due to the incorrect estimation of $V^{[0]}$. While the result after 5 iterations is very similar to the final convergent one, which demonstrates the high efficiency of our algorithm.

Fig. 12(5) shows the orbit restored with only two observations. The result tells that we can still obtain a decent result with only two observations, although the estimated orbit can be distorted if one of the two observations suffers poor accuracy. Fig. 12(6) shows the orbit restored without applying a scaling factor. The result tells that even with multiple GMRs, one inaccurate observation, e.g., GMR-2 in this case, can degrade the performance if scaling factors are not applied. In summary, GWaltz can achieve a good result of the orbit restoration at an acceptable cost.

### 4.5 Discussion

As the first step to achieving the vision of orbit restoration with GMR signals, our current design has several limitations that are left for future work. First, GWaltz identifies the target's reflections by finding the signal that changes with time. So, GWaltz does not support the cases with multiple rotating targets or with moving ambient reflectors. This problem can be resolved by endowing reflection signals with identities through state-of-the-art battery-free mmWave backscatter technologies [19]. Second, the orbit restoration module of GWaltz requires a coarse-grained prior knowledge of the


Figure 13: Experiment setup.
deployment setup to reduce the searching space. Actually, even without this prior knowledge, we can still obtain a coarse-grained estimation of the deployment setup as well as the value ranges of the projection parameters based on the relative locations of the GMRs in ERAM.

## 5 EVALUATION

### 5.1 Implementation and Methodology

Implementation: For the hardware, we adopt a commercial mmWave radar TI IWR1642 [13], which has 6 antennas (2 TXs and 4 RXs) and works on $77 G H z$ frequency band with the maximum available bandwidth of 4 GHz . We let all 4 RXs to receive reflected signals from 1 TX. The cost of IWR1642 IC is $<\$ 40$, which is very competitive compared to other solutions. We implement GWaltz software in Python 3, which can be easily translated into other languages or ported to embedded platforms. We open-source the core code as well as our datasets at http://tns.thss.tsinghua.edu.cn/sun/. The experiments are conducted on a laptop with an Intel i7-8550U processor and $16 G B$ memory.
Ground Truth: To obtain the ground truth, we use the eddy-current sensor, [4] which can measure the micro displacement by sensing the change of the magnetic field between its probe and the target surface. The sensor's datasheet declares a relative measurement error of $\pm 5 \%$. To measure the 1D vibrations along the X and Y axis, we deploy two eddycurrent sensors perpendicularly to each other, as shown in Fig. 14. A multi-input data collector is used to synchronize the data streams from two sensors. After getting two sinusoidal displacement sequences from the collector, we restore the 2D orbit with previously-known observation angles and then fit an ellipse as the ground-truth orbit.

Experiment Settings: All of the experiments are conducted in an office environment as shown in Fig. 13. We use a centrifuge as the rotating machinery during most of the experiments for the convenience of controlling experimental variables, e.g., the distance between the radar and the centrifuge (i.e., measuring distance), the distance between the centrifuge and the ambient reflector (i.e., reflector distance), the rotating speed and the workload of the centrifuge. We also evaluate the impact of different multipath conditions


Figure 15: Overall performance under different setups.


Figure 16: Performance of orbit restoration.
and explore whether deploying dedicated reflectors can improve the performance. Moreover, to demonstrate the floor can act as the ambient reflector for GWaltz, we measure the 2D orbit of a fan whose central axis is parallel to the ground. Last, we also evaluate some microbenchmarks, e.g., the accuracy of 1 D vibration measurement, the processing efficiency, and the measurement stability. We have collected $>1600$ data traces of about $34 G B$.

Performance Metric: We adopt the polar-coordinate trajectory distance as the main metric for the orbit restoration. Give a point $p_{i}$ of the measured orbit, the line between $p_{i}$ and the origin of coordinate will generate two intersection points $p_{i}^{\prime}$ and $p_{i}^{\prime \prime}$ with the ground-truth orbit, and we denote $\min \left(\left|p_{i}-p_{i}^{\prime}\right|,\left|p_{i}-p_{i}^{\prime \prime}\right|\right)$, the shortest Euclidean distance between $p_{i}$ and the intersection points, as the polar-coordinate trajectory distance. Apart from the absolute trajectory distance, we also use the eccentricity (the focal length divides the length of the major axis) and the phase (the rotation angle of the major axis) of the ellipse-shaped orbit to evaluate the performance of preserving relative shape features.

### 5.2 Performance of Orbit Restoration

In this section, we evaluate the performance of the orbit restoration under different measuring distances ( $60 \sim 150 \mathrm{~cm}$ ), reflector distances ( $15 \sim 60 \mathrm{~cm}$ ), and rotating speeds ( $1500 \sim$ $3000 \mathrm{rpm})$. The experiments are conducted in a hall where a concrete wall acts as the ambient reflector. We keep the centrifuge running in a relatively stable state with no workload.
5.2.1 Overall Performance. Fig. 15 depicts the overall performance of GWaltz considering the orbit restoration error, i.e., orbit distance and restoration shape features, i.e., eccentricity and orbit phase. For each measured orbit, we record the median orbit distance from the ground-truth orbit as its restoration error. Then we fit an ellipse with the measured orbit to calculate its eccentricity and phase as well as the errors between them and ground-truth ones.

The CDF results show that GWaltz well restores the 2D rotor orbit with $80^{\text {th }}$-percentile restoration error of $8.42 u m$. The relative error is around $8 \%$ respect to the $100 u m$-diameter orbit, which is comparable to traditional sensors. Moreover, GWaltz can well maintain the ellipse shape with the $80^{\text {th }}-$ percentile eccentricity error and phase error about 0.16 and 0.42 rad , respectively. We also compare GWaltz with its variant that only uses GMR signals contained in the detected LOS-GMR area. The so-called GWaltz-LOS variant shares the whole processing pipeline with GWaltz and only abandons part of GMR signals before observation selection. The results show GWaltz can achieve $2.86 \times, 2.25 \times$ and $1.30 \times$ improvements in the orbit distance, eccentricity error and phase error, respectively. This indicates the effectiveness of GWaltz's exploitation in ghost multipath reflections.
5.2.2 Performance and Measuring Distance. We evaluate GWaltz under the conditions of different measuring distances $(60 \mathrm{~cm} \sim 150 \mathrm{~cm})$. The reflector distance and the rotating speed are set to 30 cm and 2000 rpm respectively.


Figure 17: Performance with practical factors.

The results are shown in Fig. 16(a). The red bars depict the average absolute errors of the orbit restoration, and their error bars stand for corresponding standard deviations. The stacked blue \& yellow bars stand for the average normalized errors of the shape features. We normalize the phase errors to $[0,1]$ with the value range of $[0, \pi / 2]$ since the maximum angle between the major axes of two ellipses will not exceed $\pi / 2$. Because the eccentricity of an ellipse belongs to $[0,1)$, we keep the eccentricity errors unchanged. The stacked bar, i.e., the sum of the normalized shape features (denoted by shape errors below), measures the ability of the shape estimation.

The average orbit distances are $6.62 u m, 3.99 u m, 5.53 u m$ and $7.26 u \mathrm{~m}$ respectively, and the shape errors are $0.35,0.34$, 0.39 and 0.49 respectively. The results show that both orbit errors and shape errors do not increase significantly along with the measuring distance. Since GWaltz has a good performance in relatively long measuring distances, its capability of wireless and non-contact working manner significantly surpasses traditional approaches.
5.2.3 Performance and Reflector Distance. We evaluate GWaltz under the conditions of different reflector distances ( $15 \mathrm{~cm} \sim$ $60 \mathrm{~cm})$. The measuring distance and the rotating speed are set to 90 cm and 2000 rpm respectively. Fig. 16(b) shows the average orbit distances are $7.26 \mathrm{um}, 7.28 \mathrm{um}, 7.01 \mathrm{um}$ and 8.85 um respectively, and the shape errors are $0.29,0.34,0.72$ and 0.48 respectively. The errors are acceptable in these cases, although they increase slightly with the increasing reflector distance. We observe the ERAM of the 60 cm case and find the magnitudes of NLOS GMRs in it are indeed much weaker than the 15 cm case. This relatively long distance indicates that when measuring orbits for horizontally placed rotors in practice, we can probably leverage the GMRs from the floor or pillars to provide multi-angle observations.
5.2.4 Performance and Rotating Speed. We evaluate GWaltz under the conditions of different rotating speeds (1000rpm ~ $2500 \mathrm{rpm})$. The measuring distance and the reflector distance are set to 90 cm and 30 cm respectively. Fig. 16(c) shows the
average orbit distances are $5.83 \mathrm{um}, 7.90 \mathrm{um}, 4.15 \mathrm{um}$, and 7.63 um respectively, and the shape errors are $0.72,1.13,0.41$ and 0.51 respectively. We find the performance of GWaltz obviously degrades in low-speed cases. This is because when the input power is constant, the lower the rotating speed, the higher the 2D vibration amplitude. However, it's difficult for the system to determine the cause of an extract displacement with a large amplitude when processing NLOS GMRs: it can result from a large-amplitude motion of the target or just the estimation error when SNR is limited. Therefore, we believe that further improving the displacement extraction from GMR signals is necessary in the future design of GWaltz.

### 5.3 Impact of Practical Factors

Next, we evaluate the impacts of two practical factors, workload, and multipath conditions. We also discuss the necessity of adding extra metal reflectors to improve the performance. The measuring distance, reflector distance, and rotating speed are set to $90 \mathrm{~cm}, 30 \mathrm{~cm}$, and 2000 rpm respectively.
5.3.1 Impact of Workload Condition. We add the same amount of water to the 6 evenly-placed test tubes of the centrifuge to control its workload. When there are 0 or 6 test tubes occupied with water, the machine, and its orbit is stable. However, when 2 or 4 test tubes are occupied, the centrifuge works in an unstable state because its center of mass is not in a balanced position.

Fig. 17(a) shows the average orbit distances are 6.95 um , 8.14um, $12.08 u \mathrm{~m}$ and $5.26 u m$ respectively, and the shape errors are $0.39,0.83,1.07$ and 0.54 respectively. GWaltz works well in stable states, but its performance degrades in unstable states. For unstable states, both the diameter and the eccentricity of the orbits are larger than those of stable states. Thus, the reason for the poor performance is similar to that in §5.2.4, and there's still room for improvement in the accurate displacement extraction from NLOS GMR signals.
5.3.2 Impact of Multipath Condition. As shown in Fig. 13, we change multipath conditions from mild (one wooden table), moderate (one wall) to rich (two walls) to evaluate


Figure 18: Measuring the 2D orbit of a fan.
GWaltz. Fig. 17(b) shows the average orbit distances are $4.98 \mathrm{um}, 7.41 \mathrm{um}$, and 7.51 um respectively, and the shape errors are $0.97,0.32$, and 0.63 respectively. Since GWaltz exploits ambient multipath reflections, basically richer multipath condition tends to achieve better performance. The performance in the moderate condition is good enough, which relaxes the requirements for system deployment.
5.3.3 Necessity of Dedicated Reflector. We place several metal plates with different sizes (diameter of $10 \mathrm{~cm}, 20 \mathrm{~cm}$ and 30 cm ) close to the wall to see whether the metal reflector help GWaltz produce better results or not. Fig. 17(c) shows the average orbit distances are $5.14 u m, 5.32 u m, 6.68 u m$, and 4.30 um respectively, and the shape errors are $0.38,0.31,0.36$ and 0.50 respectively. The results suggest that there is no obvious improvement when we dedicatedly place the metal reflectors instead of leveraging ambient reflectors.
5.3.4 Availability of Floor as Reflector. We also measure the 2D orbit of a fan with GWaltz as shown in Fig 18(a). Since the fan's central axis is parallel to the ground, the floor is the only ambient reflector we reckon on. We repeat the measurement for about 50 times, and the statistical results in Fig 18(a). The average orbit distance is 13.95 um for the fan with about 220 um-diameter 2D trajectory, while the eccentricity error and orbit phase error are also small. The good and relatively consistent results demonstrate the availability of the floor as the only reflector.

### 5.4 Micro Benchmarks

In this section, we run some microbenchmarks on GWaltz.
5.4.1 Accuracy and Correctness of 1D Displacement Extraction. One of the contributions of GWaltz is to ensure the correctness and improve the accuracy of 1D displacement extraction. Fig. 19 shows the amplitude and frequency estimation errors along the X -axis and Y -axis when the measuring distance increases. We define the X -axis as the LOS direction and the Y -axis as its perpendicular direction. Note that the 1 D displacement along the X -axis is extracted from the LOS GMR signal, while the 1D displacement along the Y-axis is derived from the projection of the 2 D orbit to that direction.

For the correctness, we can see that the frequency estimation errors are all no more than 0.5 Hz , which means Module 2 has extracted the correct displacement sequences. For accuracy, due to the high SNR of the LOS GMR signal, the amplitude estimation errors along the X-axis are basically lower than those along the Y-axis. Nevertheless, the errors of those inferred 1D displacements are no more than 8um in most cases, which demonstrates our system can accurately measure 2 D rotor motion to a certain extent.
5.4.2 System Stability. Next, we evaluate the stability of 3 key functions of GWaltz in terms of GMR detection, 1D observation selection, and 2D restoration. Since our centrifuge can continuously work for about 20 minutes, we collect the mmWave data once every 4 minutes.
(1) Stability of GMR Detection: GMR detection is the $1^{\text {st }}$ function of GWaltz whose stability acts as the prerequisite of the stability of the whole system. We calculate the average intersection over union (IoU) [29] between the GMR areas at time $t=0$ and those at later times. The line plot in Fig. 20(a) shows that the average IoUs are around 0.9 , which means the GMR area detections are highly consistent across time.
(2) Stability of Observation Selection: Then, we calculate the distances between the aggregated candidate locations across time as the metric for the stability of the $3^{\text {rd }}$ module. The unit of this metric is "bin", i.e., the range or angular bin. The bar plot in Fig. 20(a) proves the stability since both the median distances and their quartile ranges are very small and relatively stable.
(3) Stability of Orbit Restoration: At last, we evaluate the stability of the $4^{\text {th }}$ module by visualizing 3 shape features, i.e., major-axis length, eccentricity, and orbit phase, across time. The results in Fig. 20(b) illustrate that these shape features achieve relatively high stability in most cases.
5.4.3 Processing Efficiency. At last, we test the processing efficiency of GWaltz. We collect each module's running time when processing each frame of the entire dataset and show their median values in Fig. 21 The results show that 1D processing uses about 2.16 s , almost $80 \%$ of processing time, while 2D orbit restoration uses about 0.60 s . We find during 1 D processing, RBF in the $1^{\text {st }}$ module and fitting process in the $2^{\text {nd }}$ module are the most time-consuming parts. To improve the time efficiency, we can run these two modules in parallel due to the high locality of their input data.

## 6 RELATED WORKS

### 6.1 RF-based Micro-movement Sensing

RF-based wireless sensing is a new family of non-intrusive measurement technologies that have been widely explored


Figure 19: Vibration accuracy evaluation.
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Figure 21: Efficiency test.
in industrial applications recently [ $9,11,12,15,18,25,45$ ]. In this subsection, we review the most related literature of GWaltz in micro-movement sensing with RF signals.

Mechanical Vibration Measurement: Recently, several works have been proposed to measure mechanical vibrations of industrial machines. For the longer-wavelength RF signals, e.g., RFID, Tagbeat manages to estimate the frequency of cm-level mechanical vibrations [45]. Shorter-wavelength RF signals have the opportunity to restore original waveforms of vibration signals, e.g., ART turns a 2.4 GHz signal to a wireless vibrometer [41]. Compared to these works, we believe mmWave is a better choice to measure sub-mmlevel vibrations. Moreover, GWaltz focuses on extracting 2D micro-movements rather than just measuring 1D vibrations.
mmWave Micro-movement Measurement: The sensitivity to micro-movement of mmWave is much higher due to its short wavelength. Therefore, apart from positioning [3, 24, 43], tracking [42, 48], imaging [25, 47, 49], gesture recognition [20, 31, 38] and material recognition [19, 44], mmWave is more competitive in continuous micromovement sensing, e.g., measuring vibrations of the machine surface [15], the water surface [36], the chest [5, 10, 22, 46], and etc. Similarly, GWaltz shares basic ideas of (i) translating signal's phase changes to 1D displacements and (ii) imaging a rigid-body with reflections from different parts on its surface. But we make extra contributions by studying the properties of mmWave GMRs and conquering critical challenges when exploiting them to measure 2D micro-movements.

### 6.2 Multipath Exploitation

Traditionally, the multipath effect is considered as the main interference for wireless communication and sensing [21,37]. Nowadays, the increasing size of antenna arrays has improved the spatial separability of multipath reflections, which makes researchers consider exploiting the extra information contained in them.

Since multipath reflections create ghost images of the target, traditional approaches manage to detect and eliminate

GMRs, either through dedicated algorithms [30] or specialized hardware, [39]. Recent studies find ghost images sharing the same motion characteristics with the intrinsic image [16] can improve the positioning performance: the intrinsic image provides the basic location while ghost images from prior known reflectors further revise the positioning result [17, 32]. Moreover, several recent works extend this positioning mechanism to localize the speaker with the help of audio GMRs [33, 40]. GWaltz differs from the above works because it explores the properties of GMRs to reveal micromovements and form multi-angle but coherent observations of the same target.

## 7 CONCLUSION

In this work, we present GWaltz, a mmWave sensing system that manages to measure sub-mm-level 2D rotor orbits by exploiting ghost multipath reflections. GWaltz provides an in-depth analysis of the relationship between the rotor orbit and GMR signals and studies the orbit restoration problem under poor signal quality. Our evaluations show that GWaltz achieves an absolute error of about $8.42 u m$ and well restores the shape features when measuring 100 um -diameter orbits.

For future work, we plan to deploy an embedded version of GWaltz in the real-world industrial environment to measure the rotor orbits of large rotating machinery like pumps and generators. We believe there could still be plenty of critical challenges to solve during the field studies.
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