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ABSTRACT

LoRa, as a representative Low-Power Wide-Area Network (LPWAN)
technology, can provide long-range communication for battery-
powered IoT devices with a 10-year lifetime. LoRa links in practice,
however, experience high dynamics in various environments. When
the SNR falls below the threshold (e.g., in the building), a LoRa
device disconnects from the network. We propose Falcon, which
addresses the link dynamics by enabling data transmission for very
low SNR or even disconnected LoRa links. At the heart of Falcon,
we reveal that low SNR LoRa links that cannot deliver packets can
still introduce interference to other LoRa transmissions. Therefore,
Falcon transmits data bits on the low SNR link by selectively inter-
fering with other LoRa transmissions. We address practical chal-
lenges in Falcon design. We propose a low-power channel activity
detection method to detect other LoRa transmissions for selective
interference. To interfere with the so-called interference-resilient
LoRa, we accurately estimate the time and frequency offsets on
LoRa packets and propose an adaptive frequency adjusting strat-
egy to maximize the interference. We implement Falcon, all using
commercial off-the-shelf LoRa devices, and extensively evaluate
its performance. The results show that Falcon can provide reliable
communication links for disconnected LoRa devices and achieves
the SNR boundary upto 7.5 dB lower than that of standard LoRa.

CCS CONCEPTS
» Networks — Network protocol design.

KEYWORDS
Internet of Things, LPWAN, LoRa, selective interfering

ACM Reference Format:

Shuai Tong, Zilin Shen, Yunhao Liu, Jiliang Wang. 2022. Combating Link
Dynamics for Reliable LoRa Connection in Urban Settings. In The 27th
Annual International Conference on Mobile Computing and Networking (ACM
MobiCom °21), January 31-February 4, 2022, New Orleans, LA, USA. ACM,
New York, NY, USA, 14 pages. https://doi.org/10.1145/3447993.3483250

1 INTRODUCTION

Recent years have witnessed the widespread deployment of Low-
Power Wide-Area Networks (LPWANS) for connecting large-scale
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Figure 1: An illustration of Falcon: A Falcon transmitter de-
livers data bits to a LoRa gateway by selectively interfering
the base signal transmissions.

devices in the Internet of Things (IoT). As a representative LPWAN
technique, LoRa is adopted by a wide spectrum of low data rate,
large scale, and long lifetime IoT applications, including intelligent
agriculture [1], animal tracking [2], disaster rescue [3], warehouse
management [4], etc. One of the key features of LoRa is the long-
range communication capability of up to tens of kilometers [5-7].
However, LoRa links in practice suffer dramatically from dynamic
environments. When the SNR falls below the threshold for the
lowest data rate of LoRa (i.e., SF12 and CR=4/8), the LoRa link
has no data rate, and the device disconnects from the network. In
this paper, we ask —“Can we provide reliable communication for
commodity LoRa clients even if they are not reachable over the
standard LoRa protocol?”

Existing Approaches. Reliable connections are very important
before applying LoRa as the main technique for connecting massive
10T devices. Although there is a large collection of literature for
improving the reliability of LoRa connections, they have limitations
for requiring multi-receiver collaboration or cloud assistance. For
example, Charm [8] and Nephalai [9] adopt the cloud radio access
network (C-RAN) for exploiting the spatial diversity gain on LoRa
coverage enhancement. They require 2-8 collaborative gateways for
collecting and offloading PHY samples to cloud servers. OPR [10]
gathers MAC symbols from 2-6 gateways to correct corrupt bits on
the cloud. Chime [11] estimates wireless channels on 4-6 gateways
to identify the optimal operating frequency. Choir [12] collaborates
with tens of LoRa clients to transmit coherent data to reach a remote
LoRa gateway.

Fundamental limitations: Existing weak signal decoding approa-
ches [8-12] aim to recover original coding information from the
received weak LoRa signals. Those approaches mainly focus on
enhancing and decoding the low-SNR signal. They have strong
requirements on hardwares such as multi-gateway collaborations
and cloud assistance, which incurs noneligible deployment costs.
Moreover, deploying multiple gateways to maximize the coverage
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area, known as a k-coverage problem, is not trivial. This work
aims to provide reliable communication links for disconnected
LoRa clients with as little cost as possible from the interference
perspective.

Our Approach. This paper proposes Falcon, a physical layer
mechanism to enable communication links for low-SNR LoRa clients
that cannot connect to gateways using the standard LoRa protocol.
At the heart of Falcon, we reveal that LoRa signals that are too weak
to be decoded can cause interference to other LoRa transmissions.
Based on this observation, Falcon provides emergency links for
unreachable LoRa clients by making them selectively interfere with
other LoRa transmissions on the same channel. Fig. 1 illustrates the
principle of Falcon. To start up the transmission, Falcon leverages a
base signal transmitter to generate reference packets. This transmit-
ter can be either a LoRa client or a gateway as long as it can emit
base signal packets in the form of chirps. Then, when a low-SNR
LoRa client (namely Falcon transmitter) has to communicate to the
gateway with Falcon, it overhears the base signal over the channel
and synchronizes its own time and frequency with the base signal.
For delivering data bits, the Falcon transmitter either does nothing,
representing bit ’0’, or it corrupts a base signal packet, representing
bit ’1’. LoRa gateways extract data bits from Falcon transmitters
by determining the SNR of the interfered signal or whether a base
signal packet can be successfully decoded or not. Therefore, Falcon
can enable standard-compliant communication for low-SNR LoRa
clients using COTS LoRa devices without requiring any receiver
collaboration or hardware modification.

Design Challenges. We incorporate several novel designs for
Falcon to address practical challenges. First, we have to enable
power-efficient base signal detection for Falcon transmitters pow-
ered by batteries. The main challenge is the limited power budget
of Falcon transmitters and the low-SNR property of base signals.
We design an effective method for based signal detection using the
LoRa Channel Activity Detection (CAD). Second, we need to ensure
the interfering signals from Falcon transmitters are synchronized
with base signals both in time and frequency. The interfering perfor-
mance is inherently prone to synchronization errors. We propose
a reception-based approach that achieves time and frequency syn-
chronization with only a single reference reception. Third, we need
to interfere with the so-called interference resilient LoRa signal. We
have to provide effective packet corruption for Falcon transmitters
to enable selective packet interfering. We model the superposition
of base signals and Falcon interferences and then present how to
maximize the base signal deformation by adopting an adaptive
frequency adjusting strategy for Falcon transmitters.

We implement Falcon using commodity off-the-shelf (COTS)
LoRa devices and conduct extensive experiments to evaluate its
performance. Our results show that Falcon significantly pushes the
coverage of LoRa under all evaluating situations. In summary, our
contributions are as follows:

e To the best of our knowledge, Falcon is the first end-to-end pro-
tocol that runs on top of COTS LoRa devices, including both the
commercial LoRa clients and gateways, for providing reliable
communication links to connect unreachable LoRa clients.

o To address practical challenges, we propose a CAD-based chan-
nel detection approach to detect the existence of base signals
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Figure 2: LoRa physical layer modulation mechanism with
chirp spread spectrum.

with low power consumption and high accuracy. We accurately
measure and remove the impact of time and frequency offsets
on packets corruptions by a reception-based synchronization
algorithm and an adaptive frequency adjusting strategy.

e We implemented Falcon using COTS LoRa devices and evaluated
its performance extensively. The evaluation results show that
Falcon can receive from low-SNR LoRa clients with signals below
the standard LoRa SNR boundary upto 7.5 dB.

2 BACKGROUND

PHY of LoRa. LoRa employs the Chirp Spreading Spectrum (CSS)
modulation at the physical layer. It modulates the signal into up-
chirps/down-chirps of linear increasing/decreasing frequencies,
occupying the entire channel band. As shown in Fig 2(a), given
the channel bandwidth BW, the frequency of the base up-chirp
C(1) increases linearly from —% to %. LoRa encodes data bits
into symbols by shifting initial frequencies of base up-chirps. For
encoding SF bits with a chirp, LoRa defines 257 different shifted
initial frequencies. After frequency shifting, all frequencies higher
than % will align down to —%, as shown in Fig 2(b). The length
of an encoded chirp is determined by the SF and BW, which is
Tehirp = 25F /BW. As the SF increases or the BW decreases, the
length of each chirp extends, leading to lower data rates. The LoRa
receiver demodulates encoded up-chirps in a two-step process. First,
it dechirps symbols by multiplying them with a standard down-
chirp. The multiplied down-chirp is the conjugate of the base up-
chirp; therefore, the multiplication results in a single tone with
frequency equaling to the initial frequency of the encoded up-chirp.
Then, the receiver performs the FFT on the dechirped signal, leading
to an energy peak in the associated FFT bin. The encoded data can
be recovered by determining which FFT bin the energy peak lies in.
MAC of LoRa. LoRaWAN is a widely adopted MAC for LoRa net-
works. It offers three types of connections, i.e., Class A, B, C, to sat-
isty different IoT applications. The difference between those three
connection types is how and when end devices receive downlink
messages. Class A devices receive downlink messages following
each uplink transmission. Class B devices receive after uplink trans-
missions and on each time-synchronized beacon. Class C devices
open receiving windows continuously.

3 LORA CORRUPTION BASICS

SNR Boundary for LoRa Demodulation. This section explores
the theoretical SNR boundary for the standard LoRa demodulation.
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Figure 3: The SER performance for standard LoRa demodu-
lation across SNRs and SFs: (a) SERs from theoretical model.
(b) PDR estimated by commercial LoRa gateways.

SF | SNR Boundary | SF | SNR Boundary
7 -11.0dB 10 -19.0dB
8 -13.6dB 11 -21.7dB
9 -16.3dB 12 -24.4dB

Table 1: SNR boundaries for the standard LoRa across SFs.

We consider a LoRa chirp C(¢) transmitted over an AWGN channel.
The received samples can be expressed as

r[n] = asC[n] + w[n], 0<n<N

where a; is the amplitude of the received signal, w[n] depicts the
zero-mean complex Gaussian noise with a variance of 262, and N is
the number of samples of a LoRa chirp. With perfect synchronizing,
the dechirping and FFT of the received signal lead to an energy
concentration in a single FFT bin, and all the remaining N — 1 bins
have zero energy of C(t). After FFT, the noise is transformed to
the frequency domain and still follows the Gaussian distribution
but with a variance of 262N according to Parseval’s theorem [13].
Therefore, the value of each FFT bin is distributed as

CN(0,202N), k e S\s, "
~ 1
k CN(a;sN,26%N), k=s.
where S = {0, 1, - ,25F — 1} is a collection of all FFT bins each

corresponding to a potential encoded symbol, and s is the transmit-
ted symbol. A symbol error occurs if any of the |Y;| for k € S\s
exceeds the value of | Y5/, i.e., maxgeg\s [Yi| > |Y5|. According to
Eq. 1, Y5 is normally distributed, and thus its absolute value fol-
lows the Rice distribution, ie., |Ys| ~ R(asN, cVN). Therefore, the
probability density function (PDF) for the energy in bin s is

—PHas N))

fiv )= e =N b ) @
where Iy(+) is the modified Bessel function of the first kind with
order zero, and the energy of the remaining FFT bins follows the
Rayleigh distribution. The cumulative distribution function (CDF)
of the maximum energy of the remaining bins, i.e., the CDF of
[Ymax| = maXkeS/s Yk, is

FlYpae | (%) = (1 - e_xz/(ZUZN))N—l (3)

Therefore, given a specific encoded chirp s, the probability of sym-
bol error is

+00
P($ # s|s) = / . ((1 - F|ymax|(x)) X fiy,|(x) |dx (4)
x=
Given any encoded symbol s, the probability of symbol error is iden-
tical. Thus, Eq. 4 calculates the expected symbol error rate (SER) for
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Figure 4: An illustration of signal interfering: FFT peaks of
weak LoRa signals can cause interference on base signals.

LoRa demodulation given the signal energy and noise levels. The
theoretical SER curves across different received SNRs and chirp SFs
are plotted in Fig 3(a). Symbol errors for all SFs undergo a stepped
rise as the SNR decreases. The SNR boundaries for all SF configura-
tions when the SER curve exceeds 10% are shown in Table. 1. We
verify the SNR boundaries with commercial LoRa devices. We use
an SX1278 LoRa client as the transmitter and estimate packet deliv-
ery rates (PDR) on an SX1301 gateway. The two devices are wired
connected with an adjustable attenuator. Thus, we can evaluate the
PDR under different SNR conditions by varying the link attenuation.
The evaluation results are plotted in Fig 3(b). As the SNR decreases,
the PDR first remains constant and then undergoes a quick drop
when SNR falls below the demodulation boundaries. This paper
strives to make LoRa signals with SNR below the demodulation
boundaries capable of delivering data bits to the gateway.
Interfering LoRa Transmissions. This section describes how
LoRa signals below the SNR boundaries can interfere with other
LoRa transmissions on the same channel. LoRa receivers demodu-
late received chirps by identifying the highest energy peak in the
frequency domain. A successful transmission requires the energy
peak of received chirps to be higher than any other noise peak, as
shown in Fig 4(a). Otherwise, the receiver incorrectly picks up the
highest noise peak as the decoding result, and this leads to symbol
errors, as in Fig 4(b). However, signals drowned in the noise still
have an impact on the channel. During the dechirping and FFT,
the energy of each weak LoRa chirp is efficiently concentrated,
although this energy peak cannot be detected in conventional LoRa
demodulation. When a weak LoRa chirp and a base chirp transmit
over the same channel simultaneously, the energy peak of the weak
chirp can introduce significant cancellation on the peak of the base
chirp, making the latter unresolvable, as shown in Fig. 4(c).

We numerically analyze how weak LoRa signals cause interfer-
ence on other LoRa transmissions, namely base signals, for the rest
of this section. Suppose the weak signal is received with an SNR of
a dB, below the SNR boundary for standard LoRa demodulation.
The base signal is received at § dB, above the boundary and can be
demodulated. The power of these two signals can be expressed as

o ﬁ
Py = Py, 1010, Py =P, 1010
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Figure 5: Demonstration of Falcon’s effectiveness on sig-
nal interfering: symbol error rates (SERs) versus base signal

SNRs and interference SNRs across SFs.

where P,, is the power density of the channel noise. Therefore,
when the energy peaks of these two signals superposed destruc-
tively, the SNR of the resulted signal can be written as
(VPa = JPp)’
SNRsyp = 101g ( P ) )
a B atf
=10lg (1010 + 101 —2x 107> )

We translate the SNRs of the superposed signal to the expected
SERs based on the analytical model in Eq. 4 and plot the SER re-
sults under different SNR conditions in Fig 5. We can see that (1)
weak signals significantly increase the SERs of base signals by the
destructive superposition, and (2) base signals with lower SNRs are
more vulnerable to weak signal interference as their peaks are close
to the noise output. As the SNR of the base signal approaches the
lowest boundary for normal LoRa demodulation, the SNR range for
effective interference expands, i.e., Falcon signals with low SNRs
can cause more base signal errors. We also compare the Falcon’s
interfering capabilities for different LoRa configurations (i.e., SFs) in
Fig 5. We define the effective interfering area in Fig 5 as the region
where base signals are above the normal demodulation boundary
and Falcon signals can cause interference. There exist effective
interfering areas for all three figures, showing interference is effec-
tive under all SF configurations. As the SF increases, the effective
interfering area also expands.

Summary. (1) A weak signal, which cannot be decoded due to
low SNR, can create non-negligible interference to normal LoRa
transmissions. (2) This inspires us to decode a weak LoRa packet
by using it to interfere with other LoRa transmissions actively.

4 SYSTEM OVERVIEW

Falcon is a software solution that aims to provide reliable links for
low-SNR LoRa devices that cannot reach gateways with the stan-
dard LoRa protocol. Falcon achieves this by exploiting the interfer-
ing capability of weak LoRa signals to other LoRa transmissions at
the same channel. We observe that the SNR requirement for packet
interfering is much lower than that of the standard LoRa demodu-
lation. Thus, Falcon enables low-SNR LoRa devices to convey data
bits to LoRa gateways via selectively interfering with LoRa packets
from base signal transmissions.

At the high level, the overall system design of Falcon is as fol-
lows (see Fig. 6): A base signal transmitter, either a LoRa client or
a gateway, delivers LoRa packets to a remote LoRa gateway with
adaptive transmitting powers meeting the lowest signal demodula-
tion requirement. The base signal transmitter can be specified at the
system initialization or selected during system operating. When
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Figure 6: Architecture of Falcon.

initially specified, the base signal transmitter is manually regis-
tered to the LoRa server and broadcasts to all clients. Otherwise,
the LoRa server selects the optimum base signal transmitter from
LoRa clients or gateways that are idle and have sufficient power.
A Falcon transmitter, which cannot reach the gateway, detects the
base signal and switches to the active interfering mode. The Falcon
transmitter first synchronizes its time and frequency with the base
signal. Then it either does nothing or corrupts the base signal. If
the Falcon transmitter does nothing, the packets of the base signal
are successfully decoded at the gateway. Otherwise, the base signal
should have a low SNR and is even undecodable. In this way, the
Falcon transmitter can successfully convey its data to remote LoRa
gateways by selectively corrupting the base signal. The receiver can
decode the conveyed data by interpreting the interfering results.

Falcon aims to provide emergency links to LoRa clients to combat
the link dynamics. When a client has data to transmit, it will first try
the regular LoRa transmission. Only when the regular LoRa fails, it
switches to the Falcon mode and waits for the base signal transmit-
ter to boot up the Falcon transmissions. The gateway recognizes a
LoRa client as a Falcon transmitter when the client is disconnected
from the gateway for more than a time threshold. When multiple
Falcon transmitters try to use this system, their transmissions are
scheduled by the gateway to avoid collisions. Before each round of
base signal transmission, the gateway specifies a Falcon transmitter
to transmit at the following slot in a broadcast message. Due to the
asymmetry link between clients and gateways, downlink messages
from the gateway can be delivered with a higher transmit power.
Thus, the control message from the gateway can be overheard by
Falcon transmitters, avoiding multiple transmitters interfering with
the same base signal simultaneously.

The rest of the paper addresses the key challenges in designing
the three main aspects of the Falcon’s architecture:
(1) Power-efficient Base Signal Detection: Falcon takes the ex-
isting LoRa transmissions as the base signal for conveying data
bits. Thus, it has to detect the base signal transmissions accurately.
This incurs two challenges in practice. First, battery-powered LoRa
clients have limited power budgets. They cannot afford continuous
packet detection. Second, base signals of LoRa can be under the
noise floor of the receiver. Therefore, conventional RSS-based chan-
nel detection cannot be used. Falcon exploits the LoRa Channel
Activity Detection (CAD) for detecting base signal transmissions
with low power consumption. Sec. 5 describes our approach.
(2) Time and Frequency Synchronization: Falcon should effi-
ciently synchronize the time and frequency between the Falcon
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Figure 7: CAD cross-correlation on various LoRa chirps: (a)
preamble chirps aligned with base chirp, (b) preamble chirps
with time offset, (c) payload chirps with time offset.

transmitter and the base signal transmitter. For effective LoRa inter-
fering, each pair of Falcon interfering chirp and base chirp should be
demodulated into the same FFT bin, making the two peaks interfere
with each other. This requires a high synchronizations precision.
For example, for LoRa chirps of SF12 and BW = 125kHz, the syn-
chronization precision should be at least 8us in time or 30 Hz in
frequency. The key challenge comes from the channel asymmetry,
where signals from Falcon transmitters cannot reach gateways or
base signal transmitters. Further, LoRa transmissions, unlike Wi-Fi
or cellular, are narrowband, making the synchronization even more
challenging. Sec. 6 addresses these challenges.

(3) Interfere Interference-Resilient LoRa Packet: LoRa pack-
ets are designed to be interference resilient. Thus, we need to
design the interfering method carefully. We need to resolve the
time/frequency drifts of low-cost LoRa devices and uncontrollable
oscillator phase shifts. We adopt an adaptive frequency adjusting
approach to address these challenges. Sec. 7 describes our solution.

5 EFFICIENT PACKET DETECTION

This section describes how to detect LoRa packets for Falcon trans-
mitters, which allows them to switch from low-power sleeping
mode to active interfering mode when there is a base signal packet.

5.1 Base Signal Detection

Falcon explores using LoRa CAD for detecting base LoRa signals.
LoRa CAD is a recently released mechanism for detecting LoRa
chirps. It searches the LoRa channels following a two-step process:
(1) First, the receiver sets the RX radio to the desired configuration,
including frequency, BW, SF, and captures I/Q samples from the
channel for a period of time. (2) Then it switches to the processing
stage and searches for a strong cross-correlation between the re-
ceived samples and a locally generated base up-chirp. An incoming
LoRa packet is detected if the cross-correlation exceeds a predeter-
mined threshold. LoRa CAD concentrates the energy of received
LoRa signals by performing correlation, and thus it detects LoRa
chirps even under extremely low SNRs.

LoRa CAD is claimed to be able to detect chirps from both the
preambles and payloads [14]. In practice, however, we observe a
significant difference when using LoRa CAD to search for preamble
chirps and payload chirps. We conduct experiments on the cross-
correlation to better understand the behavior of CAD. Specifically,
we compute the cross-correlation between a generated base up-
chirp and three different LoRa chirps recorded by the USRP. When
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the incoming signal is a preamble chirp strictly aligned with the
generated chirp, as shown in Fig. 7(a), the cross-correlation results
in a single peak locating at zero which signifies a detection. Then,
if the incoming signal is a preamble with a time offset to the gen-
erated chirp, as shown in Fig. 7(b), the cross-correlation produces
a peak at different time instances but of the same significance. Fi-
nally, if the incoming signal is a payload, as shown in Fig. 7(c), the
generated chirp overlaps with two consecutive payload chirps. This
leads to multiple peaks in the cross-correlation, each with lower
significance compared to peaks of preamble chirps. The experiment
results indicate that the cross-correlation for payload chirps has a
worse detection ability compared to the preamble chirps. The rea-
son is that the consecutive payload chirps are usually with different
initial frequencies, and thus their energy cannot be concentrated
during the cross-correlation. We also evaluate the effectiveness of
LoRa CAD for detecting practical LoRa transmissions under dif-
ferent levels of SNRs and SFs. We count the number of successful
detections to calculate the CAD error rates and show the results
in Fig. 8. The SNR requirement for detecting payload chirps is ob-
viously higher than that of detecting preambles, which coincides
with the behavior of our cross-correlation analysis.

To enable Falcon transmitter to detect the presence of both LoRa
preambles and payloads, we design a specialized packet structure
whose payloads consist of the continuous base up chirps. By thor-
oughly exploring the LoRa encoding procedure, we find LoRa pay-
load chirps, except for the header and CRC bits, can be set to any
value by carefully designing the data contents. This finding inspires
us to design packets with continuous base chirps as payloads; there-
fore, they can be robustly detected by CAD even during the payload
transmission. Based on this, Falcon senses the base signal from
LoRa channel by periodically turning on the LoRa CAD, detects
base chirps from the LoRa preambles and payloads, and switches
to active interfering mode whenever the CAD cross-correlation
exceeds a predetermined threshold. The CAD-based carrier sensing
avoids continuous RX radio opening and detects packets without
full-fledged demodulation. It achieves high detection accuracy with
little energy consumption.

5.2 Cooperate with LoRa MAC

Falcon carrier sensing can cooperate with the existing LoRa MAC
protocol, i.e., LoRaWAN, for improving the efficiency of base sig-
nal detection. Devices in LoRaWAN Class C have continuous re-
ceiving windows, and thus they can perform Falcon carrier sens-
ing by receiving downlink base signals at any time. Devices in
LoRaWAN Class B open periodical receiving windows based on
time-synchronized beacons from gateways. In Class B, the base
signal transmitters send base packets tightly following the time-
synchronization beacons. Therefore, Falcon transmitters can detect
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the channel occupancy periodically through a time scheduling
scheme while keeping in low-power sleeping mode between every
two time-synchronized beacons. We emphasize that Class B can
best cooperate with power-limited Falcon clients to optimize the
energy efficiency for carrier sensing. It also ensures that Falcon
transmitters can be reliably waked up even when base signals are
received with low SNRs. Devices in LoORaWAN Class A open re-
ceiving windows only after each uplink transmission. Thus, they
cannot detect channel activities in real time. For a node in Class A,
it can first transits to Class B or C for efficient carrier sensing.

6 SYNCHRONIZATION

For selectively signal interfering, Falcon transmitters have to be
synchronized with the base signal transmitter both in time and
frequency. We present a reception-based approach on commodity
devices to synchronize both the time and frequency of LoRa trans-
missions. At high level, our synchronization algorithm is simple.
To initialize the synchronization, the base signal transmitter first
acquires the medium and transmits base signals. Upon detecting the
reference packets, the Falcon transmitter switches to active mode
and adjusts its local time and frequency. Finally, the Falcon trans-
mitter turns on the TX radio and joins the base signal transmission
with a high synchronization accuracy.

Several challenges should be carefully resolved for synchroniza-
tion in Falcon. First, there are hardware processing delays for Falcon
clients to synchronize and replay on the arrival of base signals. This
processing delay, taking tens of milliseconds, can lead to time off-
sets of several chirps. Second, signals from the Falcon transmitter
and base signal transmitter arrive at the receiver through differ-
ent paths with different propagation delays. For typical LoRa links
with communication ranges of 0.1 ~ 10km, the propagation delay is
0.3 ~ 30ps. Finally, the local oscillators of the Falcon transmitter and
base signal transmitter are not synchronized and introduce different
carrier frequency offsets. According to the SX1278 datasheet [15],
the maximum tolerated frequency offset between transmitter and
receiver can be +25% of the bandwidth. In the following, we focus
on measuring and compensating for these delays and offsets.

(a) Hardware Processing Delay. The hardware processing de-
lay is the time required for a LoRa device to decode the received
packet, arouse a hardware interrupt, and switch from the radio RX
to TX. Our measurements show that the time for packet decoding
is decided by the coding rate and data length of the received packet.
The interrupt delay and radio switching time are nearly constant
for a specific hardware platform. Therefore, we compensate the
hardware processing delays for each received packet based on the
pre-estimations. Any remaining time delay can be treated as a spe-
cial frequency offset as C(t — 1) = e /27K C(t). We will illustrate
how to measure and remove it in the CFO processing part.

(b) Propagation Delay. The propagation delay is the time of
flight for the signal from the transmitter to the receiver. Falcon
leverages the location information of clients and gateways for es-
timating the propagation delay. For devices with fixed locations,
the coordinates of the devices can be obtained during the initializa-
tion, which is usually required in real systems. For mobile devices,
we propose to estimate the geographic coordinate of each Falcon
transmitter by hearing from multiple distributed LoRa gateways
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using a TDoA based algorithm. The TDoA based localization ap-
proach can estimate the locations of the nodes very roughly (with a
positioning accuracy of 600m corresponding to a delay estimation
error within 2us) by receiving beacons from distributed gateways in
very low computation complexity. Existing systems [16, 17] show
that LoRa TDoA algorithms can achieve a positioning accuracy of
300 ~ 600 meters in open areas, which translates to 1 ~ 2us error
in propagation delays satisfying our accuracy requirements.

(c) Carrier Frequency Offset. The carrier frequency offset
(CFO) is induced by the frequency mismatch between the TX and
RX oscillators. It introduces frequency biases on the received LoRa
chirps and impacts the demodulation. Fortunately, commodity LoRa
chips, such as $X1278, can measure such frequency biases. The key
innovation is to leverage the special structure of LoRa packets, i.e.,
base up chirps in preambles and base down chirps in SFDs. The
estimated frequency bias, LoRa Frequency Error Indicator (FEI),
is stored as a 20-bit value accessible from registers 0x28 to 0x2A
for SX1278. The FEI can be accurately measured as long as the fre-
quency bias is in the region of +25% of the bandwidth. Note that the
hardware processing delays also introduce frequency offsets to the
incoming LoRa chirps. The FEI value is a combination of the CFO
and the remaining time delays. Base on this, Falcon transmitters
cancel the frequency biases by extracting FEIs from local registers
and adjusting their local frequencies accordingly.

Summary. Falcon estimates all sorts of time delays and fre-
quency offsets on commodity devices. These delays and offsets
are compensated by adjusting the transmitting time and radio fre-
quency of Falcon transmitters. Our experiment results in Sec. 9.1
show that the proposed approach achieves time and frequency syn-
chronization with the accuracy of +10us and +25Hz, respectively.

7 INTERFERING THE BASE LORA SIGNAL

Falcon transmitters deliver data bits to remote LoRa gateways by
selectively corrupting the base signal packets. Ideal packet corrup-
tion expects the FFT peaks of base signals to be canceled by the
interfering signal. This requires the interfering peaks to be strictly
aligned in frequency and have opposite phases. Two facts, however,
challenge the packet corruption: (1) There are random time and fre-
quency drifts between base signals and interfering signals, which is
+10ps in time and +25Hz in frequency. These drifts come from the
hardware fluctuations and environment variations, which cannot
be thoroughly eliminated by the reception-based synchronization.
(2) Low cost LoRa radio chips do not support delicate phase control.
In this section, we first model the superposition of the base sig-
nal and interfering chirps, showing how time/frequency drifts and
unpredictable phases impact the packet corruption performance.
Then, we propose an adaptive frequency adjusting approach that
can maximize the base signal deformation and thus enable effective
packet corruption.

7.1 Signal Superposition Model

We first model the signal superposition considering the unpre-
dictable synchronization drifts and phase differences. During the
Falcon transmission, the base signal transmitter and the Falcon
node send packets with the same contents. Those two transmitters
have a small time/frequency drift and a random phase difference.
Both time and frequency drifts lead to initial frequency shifts of
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Figure 9: Effects of chirp superposition: (a) Ineffective inter-
ference with a significant frequency offset, (b) Ineffective in-
terference when the two chirps are in-phase, (c) Effective in-
terference when the two chirps have opposite-phase.

received LoRa chirps. Assume two LoRa chirps of different initial
frequency shifts, i.e., fi and f, are superposed with a random phase
difference, the superposition can be written as

y(r) = Ay sin (27(fi + F)t + ¢1) + Az sin (27(f2 + Fi)t + ¢2)

fi fz (©)

= Asin 2n(—= + F; )t+ +¢)

where

A= \JAL + A2+ 241 A cosl2n(fi — fo)t + (o1~ p2)]

(A1 = Ap)
(A1 + Az)
A; and ¢; are the amplitude and the initial phase of the superposed chirps.
F; is the instantaneous frequency of encoded chirps, which increases lin-

¢ = arctan ( tan (7(fy — f2)t +2 (pz)

early in time. Eq. 6 shows that the superposition for two chirps of different
frequency shifts results in a chirp with a periodic varying amplitude. The
varying trend is determined by both of the frequency difference (i.e., fi — f2)
and the phase difference (i.e., ¢1 — ¢2). Given the length of a chirp (i.e.,
T = 25F /BW), when the frequency difference is larger than the recipro-
cal of the chirp length, ie., fi — fo > 1/T, the superposition will cause
periodical change (enhancement and suppression) for the base signal, as
shown in Fig. 9(a). In such a case, two superposed chirps are transformed
to peaks at different FFT bins, which can be identified and disentangled in
the frequency domain, leading to packet corruption failures. Even when
the frequency difference is within a very small range, i.e., peaks of
both base signals and interfering signals falling in the same FFT bin,
an improper initial phase of the interfering signal can also lead to
ineffective interference, as shown in Fig. 9(b). Only when the two
chirps are well aligned and have opposite phases, the base chirp
can be effectively suppressed, as shown in Fig. 9(c).

To summarize, for effective packet interfering, the interfering signal
should (1) have a frequency difference no larger than 1/T with base
chirps, and (2) have an opposite phase to the base signal. For the
following, we introduce how to adjust the frequency and phase of
interfering signals to achieve effective interference.

7.2 Adaptive Frequency Adjusting

We propose to leverage the frequency hopping capability of com-
modity LoRa devices for adjusting the frequencies and phases of
LoRa chirps. LoRa supports frequency hopping for enabling long-
duration LoRa transmissions without violating the maximum al-
lowable channel dwell time. The principle behind the frequency
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hopping scheme is that a portion of a LoRa packet can be transmit-
ted over a hopping channel. We achieve the frequency hopping on
commercial LoRa devices based on a hardware interrupt, named
ChangeChannelFhss, which enables LoRa transmitters to select and
switch to a new radio frequency during the transmission. We trig-
ger the ChangeChannelFhss interrupt periodically on the payload
transmission. The trigger interval should be an integer multiple of
the chirp length, and the minimum interval is a single chirp.
Based on the frequency hopping, Falcon transmitters linearly
vary the center frequency of chirps for the interfering packets.
Therefore, for a received base signal packet with arbitrary initial
frequency shift, there should be interfering chirps strictly aligned
with the superposed base chirps in the frequency. For example,
when the initial frequency offset between the base signal packet and
the interfering packet is randomly distributed in the range of +50
Hz, and the payload has 50 chirps modulated in SF12 and 125 kHz
bandwidth, we linearly change the frequency of each interfering
chirp with a step of 2 Hz. This promises more than 60% of base
chirps superposing interference chirps with a frequency offsets
smaller than 1/T, which supports effective packet corruption. The
frequency hopping also introduces a symbol-varying initial phase
for each interference chirp. Denote the initial phase for the first
interference chirp as ¢g. Considering the linearly varying frequency
of interference chirps, the initial phase of the ith chirp is shifted by

i-1
pi=po+ ) (Af-KT) %)
k=1

where Af is the step of frequency change, and T is the chirp length.
Eq. 7 shows varying initial phases for interference chirps. Thus,
given received chirps with arbitrary frequencies and initial phases,
Falcon can generate interfering chirps with aligned frequencies and
opposite phases, enabling effective packet corruption.

8 IMPLEMENTATION

We implement Falcon transmitters and base signal transmitters on
Semtech SX1278 LoRa clients [15], and deploy an indoor testbed and
a campus-scale testbed for performance evaluation. We implement
Falcon clients to encode data bits using a LoRa-like forward correc-
tion code (i.e., Hamming code). As the goal of Falcon is to provide
reliable emergency links, the coding rate is selected to optimize the
error correction capability. For our evaluation, Falcon clients use
the 4/8 Hamming code where every 4 data bits are encoded into 8
bits for error correction in transmission. For component-level eval-
uation, we implement a LoRa gateway on a USRP N210 software
radio with a UBX daughterboard [18]. The USRP is connected to a
64-bit PC on Ubuntu 20.04 via Ethernet cables, which collects and
demodulates physical samples of arrived LoRa packets. We use the
collected signal samples for analyzing synchronization errors and
evaluating fine-grained packet corruption performance for Falcon.
It should be noted that Falcon can be totally implemented in COTS
LoRa devices instead of USRP. The implementation on USRP is
mainly for micro-benchmarks evaluation. For system-level evalua-
tion, we use a commodity Raspberry-Pi based LoRa gateway with
Semtech SX1301 chips [19]. Unless specified otherwise, LoRa pack-
ets in our evaluations are generated on SF12 with BW of 125kHz
and transmitted at 480MHz.
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Figure 10: Accuracy for Falcon’s reception based synchroniza-
tion: (a) Time synchronization errors, (b) CDF of frequency
synchronization errors.

9 EVALUATION
9.1 Synchronization

In this experiment, we evaluate the accuracy and time costs for
synchronizing the time and frequency between Falcon clients and
base signal transmitters.

Method: We deploy a testbed of five LoRa clients, placed at differ-
ent locations in the campus, including buildings, roads, and parking
lots, with different distances varying from several hundred meters
to several kilometers to the USRP gateway. Each Falcon transmit-
ter is informed of the coordinates of itself and the gateway after
being deployed. In the implementation of this paper, we use the
RxDone interrupt provided by LoRa SX1278 clients as a time refer-
ence for synchronization. The RxDone interrupt is raised after the
entire LoRa packet is received. Therefore, in our implementation,
we require the base signal transmitter to broadcast two consecutive
reference packets for each Falcon bit transmission, the first one for
detection and synchronization and the second one for interfering.
In practice, a client can detect and synchronize with the ongoing
transmission earlier by using other interrupts. For example, we
have verified that by using the OnPreambleDetected interrupt for
base signal detection and synchronization with the SX1268 client,
the detection and synchronization can be finished at the end of the
preamble. The client can interfere with the payload in the rest of the
base signal packet. In such a scenario, only one packet is required
for each Falcon bit. In this experiment, we use four LoRa clients
as Falcon transmitters and one as the base signal transmitter. Each
Falcon transmitter overhears the base signal packet, synchronizes
upon the reception, and joins the transmission with a predefined
frequency shift (i.e, Af = i x 200 kHz for the ith Falcon transmit-
ter). The USRP gateway collects samples of each joint transmission,
separates overlapped packets from their different center frequen-
cies, and determines the synchronization accuracy for each Falcon
transmitter. We record signal processing time at each Falcon trans-
mitter under various SF configurations and with different hardware
platforms for evaluating the time costs of Falcon synchronizations.
We also evaluate the synchronizing time at different temperatures
for showing the impacts of environmental dynamics.

Results: Observing the time plot in Fig. 10(a), we can see that
the time for all four Falcon transmitters is tightly synchronized
with the maximum synchronization error of +10us. The average
synchronization time error for all devices is 0.4us with a standard
deviation of 3.8us. The errors in time synchronization are mainly
introduced by the multi-path effects and hardware uncertainty. The
remaining synchronization errors can be further resolved by the

Figure 11: Time cost for Falcon reception based synchroniza-
tion. Processing time for (a) various SFs and hardware plat-
forms and (b) different environmental conditions.

adaptive frequency adjusting mechanism in Sec. 7. It is worth not-
ing that we do not see a significant increase in synchronization
errors for clients placed distant from the receiver. This is because
the Falcon transmitters can pre-estimate and compensate for prop-
agation delays according to the positioning information. There are
outliers for device 4 in Fig. 10(a) with unexpected high synchro-
nization errors (i.e., 8 ~ 10us). We investigate the collected data
and reveal that those abnormal errors are caused by intermittent
interferences from neighbors of device 4. Fig. 10(b) shows the CDF
of frequency errors for all Falcon transmitters. Almost all packets
are received within a frequency error of +25 Hz. These errors in
frequency synchronization are mainly induced by the poor quality
of low-cost Falcon crystal oscillators, whose clock drifts over time
and fluctuates as the environment changes. We can use the adaptive
frequency adjusting to compensate for these errors and achieve
effective packet interfering for Falcon transmitters.

Fig. 11(a) shows the processing time for reception-based synchro-
nization on Falcon clients, including packet detection, frequency
and time offset correction, and RX to TX switching. The synchro-
nization is finished within several chirps, and the processing time
increases as the SF of base signals rises. LoRa chirps in high SFs
have longer durations compared to those of lower SF, and thus they
require more computational overhead for demodulation. Fig. 11(a)
also shows a significant difference in processing time between dif-
ferent hardware platforms. This indicates that the processing time
should be pre-estimated and compensated for each single hard-
ware platform. Fig. 11(b) shows the processing time of the SX1278
client at SF10 in three environments of different temperatures. The
processing time slightly varies for different temperatures as the
microcontroller and clock skews are susceptible to environmental
dynamics. Such impacts of environmental dynamics, however, can
be resolved by extending the hopping range of Falcon’s adaptive
frequency adjusting. Besides, the data from temperature and humid-
ity sensors equipped on LoRa nodes can be used for compensating
the impact of environmental dynamics.

9.2 Packet Corruption

In this experiment, we evaluate the effectiveness of Falcon on packet
corruption under different SNR of base signal and interference.

Method: We use two LoRa clients placed close to a USRP gateway
to transmit base signal and Falcon interference signal concurrently.
Those two signals are transmitted over adjacent channels with
different frequencies. At the receiver, we down convert the two
signals to the same base band and manually mix them up. We gener-
ate packet superpositions with different SNR settings by adjusting
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the magnitude of each superposed signal as well as introducing
additional white Gaussian noises. Then we send the superposed
signals to a standard LoRa demodulator on MATLAB and show the
effectiveness of Falcon packet corruption by revealing the packet
delivery rates. For each SNR setting, we repeat the transmission
for 1000 times. The packet delivery rates of standard LoRa without
interference are set as the baseline.

Results: Fig. 12 shows the PDR of base signals at various SNRs su-
perposed by different interferences. We focus on the SNR boundary
when the packet error rate for the base signal exceeds 20%. When
there is no Falcon interference, this SNR boundary is as low as —25
dB, above which more than 80% base packets are successfully de-
coded. When superposed with the interference of —27 dB, the SNR
boundary of base signal increases by 4 dB, showing the low-SNR
Falcon interference signal can cause effective packet corruptions
on base signal transmissions. Even if the Falcon interference signal
is as weak as —33 dB, it also introduces non-negligible interfer-
ence and increases the SNR boundary by 2 dB. Falcon achieves
effective packet corruption as it leverages LoRa chirps as the inter-
ference whose energy is concentrated during LoRa demodulation
and thus causes significant deformation on base signal peaks. Be-
sides, Falcon’s packet corruption design which adaptively adjusts
frequencies and phases also maximize the interference.

9.3 Performance for Indoor Platform

In this experiment, we evaluate the performance of Falcon for
connecting low-SNR Falcon transmitters for indoor environments.
Method: We use an indoor LoRa client as a base signal transmitter
to continuously transmit packets to a LoRa gateway. We program
the base signal transmitter to adjust its transmitting power adap-
tively. Therefore, base signals received at the gateway are with a
constant SNR during each Falcon transmission. In every experiment,
we let the Falcon transmitter transmit a specific known sequence
of symbols (i.e., a series of ‘0’ and ‘1’) to the gateway by selectively
interfering with the base signal transmissions. We vary the trans-
mitting power of the Falcon transmitter and evaluate its symbol
error rate under different Falcon signal SNRs. We also vary the
SNR of base signals for showing the impacts of base signal SNRs on
Falcon transmissions. We reveal the SNR boundary of Falcon with
two base signals of —23 dB and —24 dB, respectively. And we show
the effectiveness of retransmissions on the SNR boundary perfor-
mance. We estimate the overall data rate of the Falcon links and
compare it with standard LoRa. Finally, we experiment the impacts
of LoRa Forward Error Correction (FEC) on Falcon transmissions
by evaluating the true positive rate and false positive rate for Falcon
packet corruptions across different coding rates of base signals.

-15
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Results: Fig. 13 shows the SER of Falcon transmissions under dif-
ferent SNRs of Falcon signals and base signals. We set the SER
of standard LoRa demodulation for SF12 as the baseline. We de-
fine symbol errors for Falcon transmissions as packet corruption
failures (true negatives) or base packet loss with no interference
(false positives). False positives are rare as most base packets are
successfully delivered when they are transmitted beyond the SNR
boundary (i.e., =23 dB and —24 dB for this experiment). For the
Falcon signal received with a high SNR, it can efficiently corrupt
the concurrently transmitted base signal, leading to a high success
rate of Falcon transmissions. As the SNR of the Falcon signal de-
creases, the interference of the Falcon signal fails to corrupt base
signals, causing an increase in Falcon transmission errors. Falcon
transmissions assisted by weak base signals (i.e., —24 dB) perform
much better than those assisted by strong base signals (i.e., —23
dB). This is because base signals with low SNRs tend to be more
vulnerable for interference. Fig. 14 shows the SNR boundary for
Falcon using multiple retransmissions representing each Falcon
bit. The SNR boundary is the lowest SNR when the error rate of
the transmitted messages is below 20%. We use the SNR bound-
ary for standard LoRa at SF12 as the baseline. Cooperation with
retransmissions significantly enhances the performance of Falcon
transmission, as the retransmissions can improve the tolerance for
true negatives and false positives for link dynamics. When using
five base packets representing one Falcon bit, the SNR boundary
for Falcon can exceed —32.5 dB, about 7.5 dB improvement com-
pared with the baseline approach. Fig. 15 shows the data rate of a
Falcon link at different SF configurations. Falcon provides reliable
emergency links to disconnected LoRa clients, which can transmit
tens to hundreds of data bits every minute. We compare the data
rate of Falcon with that of standard LoRa at SF12. Note that the
SNR requirement for standard LoRa is much higher than that of
Falcon. When the SNR of received signals falls below the lowest
threshold of standard LoRa, the data rate of baseline decreases to
zero. For the scenario of emergency communications that Falcon
aims to provide, the data rate shown in Fig. 15 will be sufficient.
We finally exploit the impact of LoRa FEC on Falcon transmis-
sions. LoRa has four different coding rates for FEC from CR4/5 to
CR4/8, with 1 to 4 additional bits of redundancy added to every four
data bits. Fig. 16(a) shows the true positive rate for Falcon under
four different coding rates. The SNR of the base signal is —24 dB and
the SNR of the Falcon signal is —27 dB. It is interesting to see that
the true positive rate for Falcon decreases as the coding rate of base
packets increases. It is because that the LoRa receiver corrects some
of the base signal errors caused by Falcon interference with a high
FEC coding rate. We resolve this problem by symbol retransmission
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Figure 16: Falcon transmissions under different configura-
tions of LoRa forward error correction (FEC) schemes: (a) True
positive rates and (b) False positive rates.

Status Current
MCU + Radio sleep 9.4mA
MCU + TX 43 ~ 129mA
MCU + RX 21.3mA
MCU sleep + Radio sleep 331nA

Table 2: Current for a typical LoRa client device with differ-

ent operations. The device is powered at 3.6V.
or shutting down the FEC in practice. The false positive rate of

Falcon also decreases with the CR increasing (see Fig. 16(b)), as
base signal errors from channel noise are corrected by FEC.

9.4 Energy Cost

We evaluate the energy cost of base signal transmitters on assisting
the Falcon transmission.

Method: We study the energy profile of a typical LoRa client with
the Monsoon HV Power Monitor [20]. We estimate the current
of a LoRa client at different statuses, such as MCU computing,
transmitting, receiving, and sleeping. Based on the estimation, we
calculate the energy cost for base signal transmitters by multiplying
the currents with input voltages (i.e., 3.6V for our evaluation) and
accumulating the multiplication results over time. We use short
messages for Falcon emergency links, where each message consists
of 10 data bits for reporting Falcon client’s status. We evaluate the
energy costs for transmitting base signals at various packet lengths
and duty cycles. We further simulate the battery life of the base
signal transmitters given the battery capacity of 2200 mAh.
Results: The current profile of the LoRa client is shown in Ta-
ble 2. We can see that radio operations, including transmitting and
receiving, consume the highest amount of the energy. The LoRa
client can adjust their TX power for transmissions, and thus the
estimated current varies from 43 to 129 mA on different TX set-
tings. Fig 17(a) shows the energy cost of base signal transmitters
for assisting Falcon transmissions. The energy cost is related to the
base signal packet length and the duty cycle. A larger packet length
and a higher duty cycle can lead to a more reliable link but at the
expense of higher energy cost. We further translate the energy cost
to battery life. When there is no Falcon transmission, the lifetime
of the LoRa client can be 8 years. Fig 17(b) gives the battery life of
the base signal transmitters, which decreases when there are more
Falcon transmission requirements and longer base signal packets.
In real-world deployments, the base signal transmitter can be any
of the LoRa devices (e.g., battery-powered clients, wall-plugged
clients, and gateways) as long as the device can emit base signal
packets in the form of chirps. Thus, we also suggest that a wall-
plugged gateway can perform as a base signal transmitter to avoid
the power consumption issue.
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Figure 17: Energy efficiency for Falcon base signal transmit-
ters: (a) energy cost for transmitting base signal packets and
(b) battery life for base signal transmitters.
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9.5 Coverage

We use trace-driven simulations to show the advantages of Falcon
in extending the coverage area.

Method: Given a specific receiver (i.e., gateway), we estimate its
coverage by calculating the receiving power from any possible
transmitter in the area of campus. We estimate the signal power
with a land-cover map based path-loss model described in Sate-
Loc [21]. Further, we calibrate the model using more than 10000
points collected in the campus using GPS-equipped LoRa nodes.
Specifically, we first generate land-cover maps according to the
satellite images, where the generated maps are composed of pixels
of buildings, forests, waters, and fields. Then, we transform the
land-cover map to signal strength map by corresponding pixels to
degradation values. We finally produce the path loss model based
on the signal strength map. The SNR boundaries at the receiver are
taken from our evaluations with indoor deployments. We compare
the SNR and coverage performance of Falcon with Choir [12].
Results: Fig 18(a) shows the coverage of normal LoRa. Due to
the blockage of buildings and trees, link attenuation to different
directions varies, showing directional isomerism. Fig 18(a) also
indicates that not all LoRa devices can experience the promised
communication range. Some devices are disconnected even if they
are deployed only hundreds of meters away from the gateway. This
is also validated in our real campus measurement. Fig 18(b) shows
the coverage of Falcon . Falcon provides emergency links to dis-
connected clients in normal LoRa. Thus, the coverage area extends
significantly compared with that of normal LoRa. Fig 18(c) shows
the coverage of Choir with two collaborated transmitters (grey
area) and five collaborated transmitters (red area). As the number
of collaborated transmitters increases, the coverage range of Choir
extends. Note here we assume different Choir nodes transmit iden-
tical data in order to combine their signals to extend coverage. This
limits its usage in real-world systems.

9.6 Deployment of A Campus-Scale Testbed

We deploy a campus-scale LoRa testbed to show the performance
of Falcon.

Method: As illustrated in Fig. 20, the LoRa testbed consists of 10
LoRa clients, each deployed at a different distance to the gateway.
To examine the performance of Falcon, most deployment positions
are with severe blockages, and thus clients at those positions cannot
reach the gateway for most of the time. We make the LoRa clients
first transmit with standard LoRa modulation and then with Falcon.
Then, we evaluate the SER performance for both transmissions.
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Figure 20: Campus-scale LoRa testbed deployment.

Results: The SERs for LoRa clients at different deployment po-
sitions are shown in Fig. 19. For all of the ten positions, Falcon
achieves a much lower SER for data transmission than the standard
LoRa. The SER for standard LoRa at all positions is higher than
60%, which has no chance of being corrected even with the highest
coding rate of LoRa FEC (i.e., CR4/8). The SER for Falcon transmis-
sions is much lower, and most errors can be resolved by leveraging
more retransmissions for each Falcon bit. This proves that Falcon
can provide reliable communication links to LoRa clients when the
standard LoRa communication cannot reach.

10 DISCUSSION

In this section, we briefly discuss some issues in design of Falcon.
o System Deployment. Falcon can be deployed in operational
LoRa networks using existing devices with no hardware modifica-
tion. Falcon can select base signal transmitters from LoRa devices
that have adequate power budgets and are currently in idle state. For
most LoRa applications, devices work at a low duty-cycle. Therefore,
it will be easy for Falcon to find appropriate devices as base signal
transmitters without interfering the original application. Besides,
dedicate base signal transmitters deployed by network operators
will further improve the Falcon transmissions. All clients connected
to the same gateway can share the same base signal transmitter,
and thus the deployment costs will be low. When Falcon clients
are transmitting, regular LoRa transmissions at the same channel
may be interfered. Such negative channel impacts, however, can
be resolved through retransmissions, as Falcon only takes a small
portion of channel occupancy for providing emergency links.

o Noise Resistance. Falcon achieves noise resistance by taking
advantage of the LoRa modulation. Base signals and low-SNR Fal-
con signals are modulated in chirps. During the demodulation, the
chirp energy can be efficiently concentrated, leading to effective in-
terference resistance. Unexpected noise, which is not chirps, cannot
concentrate its energy in demodulation and has a limited impact

scale testbed.

on base signal decoding. The redundant coding mechanism also
correct code errors caused by unexpected noises. On the one hand,
by carefully tuning the transmitting power of the base signal trans-
mitter, base signals can be resistant to channel noise. On the other
hand, by carefully designing the interfering signal, base signals can
be successfully interfered with by Falcon transmissions.

¢ Environment Dynamics. Falcon communication is impacted by
the environmental dynamics as the low power microcontrollers and
clock skews are susceptible to environmental conditions. Falcon
resolves the environmental dynamics by treating their impacts as
random frequency drifts and compensates those drifts by adaptive
frequency adjusting as illustrated in Sec. 7.

e Security. Falcon can address the malicious interference by (1)
keeping base signal packets being secret between Falcon transmit-
ters and base signal transmitters, and (2) monitoring the SNR of base
signals at the gateway to detect malicious interference of random
sequences or noise. Meanwhile, by encoding the transmitted data,
the bits impacted by malicious interference can also be identified.
e Coverage vs. Throughput and Energy Consumption. Falcon
makes a tradeoff on network throughput and energy consumption
to enable a longer range connectivity. For each Falcon transmis-
sion, it requires the base transmitter to emit base signals, which
increases the energy consumption for base signal transmitters as
well as compromises the network throughput. To minimize the
impact on original LoRa transmissions, Falcon selects LoRa devices
as base signal transmitters that have adequate power budget and
are currently idle. This also balances the lifetime and accessability
for all devices in the network, which improves the system reliabil-
ity and reduces the maintenance costs. Normally, the number of
nodes disconnected from the gateway should be very low. Falcon
is supposed to support those nodes and should introduce a small
overhead to the entire network.

¢ Falcon vs. Multi-hop/Mesh Protocols. Multi-hop/mesh pro-
tocols can extend network coverage by signal forwarding with
relays. Applying those protocols in LoRa, however, cannot achieve
the same goal as Falcon. For a multi-hop network, the end-devices
need to use the multi-hop network protocol all the time, whereas
a node resorts to Falcon only when its SNR is too low to reach
the gateway. Note that the number of clients disconnected from
the gateway should be very low compared with that of normal
LoRa clients. Most of the clients should work in the normal LoRa
mode without any change. Multi-hop/mesh protocols introduce
extra overhead especially for LPWANS as they have to change the
behavior of all clients (e.g., building routing information) in the net-
work. Further, in Falcon , all clients in the same network can share
the same base signal transmitter, which significantly reduces its
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deployment costs compared to relay-based approaches. Finally, the
multi-hop/mesh network requires a dense deployment of clients. A
client that cannot reach any neighboring relay will be inaccessible
in the mesh/relaying architecture. Such kind of clients can still
successfully transmit in Falcon, as long as the downlink message
from gateways or base signal transmitters can be overheard by the
client. Such asymmetric links are easy to achieve as gateways or
base signal transmitters can use a higher TX power.

e Falcon vs. Backscatter. Falcon is conceptually akin to wireless
backscatter in some aspects. It is, however, different from backscat-
ter from the following aspects: (1) Falcon aims to provide emergency
links to disconnected low-SNR LoRa clients, while backscatter aims
to enable ubiquitous connections to battery-free tags with as little
energy consumption as possible. (2) Falcon achieves a coverage
extension compared with regular LoRa, while backscatter still has
the communication range limited by the original signal SNR (e.g.,
up to 1.1km for PLoRa [22]). Falcon modulates information by in-
terfering with the signal, and the receiver does not need to decode
the signal; while typical backscatter systems modulate information
in the amplitude/phase of the backscatter signal, and the receiver
needs to decode the signal. (3) Falcon is designed and implemented
with commodity LoRa clients, while most backscatter systems use
specially designed backscatter tags and specialized receivers that
cannot be implemented on commodity LoRa devices.

11 RELATED WORKS

LoRa transmission optimization. There have been much re-
search effort on LoRa transmission optimization, including ways to
mitigate collisions [12, 23-29], improve parameter allocations [11,
30-32], build up enhanced coding mechanisms [33-39], and design
a variety of channel sensing and estimation solutions [14, 21, 40—
43]. Extensive works focus on mitigating LoRa collisions, which
provide multi-user Gaussian channels in LoRa by disentangling
concurrent transmissions. They resolve multiple challenges of high
concurrency [12, 23], real time processing [24-26], bad channel
conditions [27-29] and so on. Other works improve LoRa transmis-
sions by selecting optimum parameters [11, 14, 30-32] or adapting
specially designed PHY coding mechanisms [34, 36-39].
Communication range extension. Extending communication
range is a traditional problem in wireless. Some works aim to extend
communication ranges by using MIMO on wireless devices [44-48].
They synchronize signal phases from multiple antennas, enabling
constructive superposition of the transmitted signal and thus im-
proving the signal power at the receiver. ONPC [49] extends the
range of standard WiFi by piggybacking data bits on noises and
interference power levels. However, these solutions have high de-
mands on hardware overheads or rely on specific signal patterns,
and thus are not appropriate for LoRa devices.

Closely related to our system are recent solutions on extending
the communication range of low power LoRa nodes [8-12, 40].
Choir [12] exploits coordinating transmissions from a team of LoRa
sensors which are individually too weak to reach the base station.
The key idea is that sensing data from spatially adjacent sensors
are closely related and thus the data packets for those sensing
data tend to superpose constructively. Charm [8], OPR [10] and
Nephalai [9]exploit spatial diversity gains by gathering signals from
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3-8 spatial distributed gateways. Chime [11] identifies an optimal
frequency of LoRa operation by analyzing wireless channels based
on a single heartbeat packet reception at 3-6 gateways. While these
systems improve range to commercial LoRa devices, our system is
different from those systems as it provides reliable communication
links to low SNR LoRa clients without collaboration of multiple
gateways or assistance from cloud servers.

Backscatter. Backscatter provides near-zero-power communica-
tions by passively reflecting radio signals in the environment [22,
50-55]. Recent backscatter systems focus on resolving different
practical challenges, such as communication range [22, 55], tag
concurrency [54], and specialized hardware [50-53]. This work is
inspired by WiTAG [53] that backscatter to Wi-Fi APs by selectively
interfering with the on-transmitting Wi-Fi frames. However, the
goals of the two systems are different: Falcon provides emergency
links to LoRa clients with extremely low SNR, while WiTAG is to
provide low-power short-range connections to backscatter tags.
Multi-hop/mesh protocols. Multi-hop/mesh protocols have been
extensively studied in literatures [56-60]. Most protocols are de-
signed for improving reliability, saving energy, and avoiding colli-
sions in sensor networks. These protocols, however, are not well
suitable for LPWANSs where end nodes are sparsely deployed and
communicate at an extremely low data rate. Besides, mesh proto-
cols introduce non-negligible extra overhead for LPWANS as they
have to maintain route tables for each node in the network and
exchange messages between neighbors frequently.

12 CONCLUSION

This paper proposes Falcon, a physical layer mechanism to pro-
vide reliable communication links for disconnected LoRa devices.
Falcon utilizes the finding that LoRa signals too weak to be de-
coded can still introduce significant interference on other LoRa
transmissions. Thus, Falcon achieves communication by selectively
interfering with other concurrent LoRa transmissions. We propose
several novel techniques to address practical challenges in Falcon
design. We propose a low-power channel activity detection method
to efficiently detect concurrent LoRa transmissions for selectively
interfering. We corrupt so-called interference-resilient LoRa pack-
ets by presenting a reception-based synchronization algorithm and
an adaptive frequency adjusting strategy to maximize the interfer-
ence. We implement Falcon totally using commercial off-the-shelf
LoRa devices and thoroughly evaluate its performance in both an
indoor testbed and an outdoor campus-scale testbed. The evalua-
tion results show that Falcon can provide reliable emergency links
for disconnected LoRa devices and achieves the SNR boundary upto
7.5dB lower compared to the standard LoRa.
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