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ABSTRACT
LoRa, as a representative Low-Power Wide-Area Network (LPWAN)
technology, holds tremendous potential for various city and indus-
trial applications. However, as there are few real large-scale deploy-
ments, it is unclear whether and how well LoRa can eventually meet
its prospects. In this paper, we demystify the real performance of
LoRa by deploying and measuring a citywide LoRa network, named
CityWAN, which consists of 100 gateways and 19,821 LoRa end
nodes, covering an area of 130 km2 for 12 applications. Our mea-
surement focuses on the following perspectives: (i) Performance of
applications running on the citywide LoRa network; (ii) Infrastruc-
ture efficiency and deployment optimization; (iii) Physical layer
signal features and link performance; (iv) Energy profiling and
cost estimation for LoRa applications. The results reveal that LoRa
performance in urban settings is bottlenecked by the prevalent
blind spots, and there is a gap between the gateway efficiency and
network coverage for the infrastructure deployment. Besides, we
find that LoRa links at the physical layer are susceptible to envi-
ronmental variations, and LoRa and other LPWANs show diverse
costs for different scenarios. Our measurement provides insights for
large-scale LoRa network deployment and also for future academic
research to fully unleash the potential of LoRa.

CCS CONCEPTS
• Networks → Network measurement.
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1 INTRODUCTION
Nowadays, Low-Power Wide-Area Networks (LPWANs) are gar-
nering increasing attention owing to their long communication
range and low power consumption, which is suitable for connecting
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Figure 1: The deployment environments of LoRa based mu-
nicipal devices in the CityWAN.

large-scale Internet of Things (IoT). As a representative LPWAN
technique, LoRa envisions an anywhere, anything connectivity
paradigm for providing low data rate, long-range, and low power
connections to various IoT applications. The application market of
LoRa has made significant progress in recent years. It is reported
that the number of LoRa-connected devices has exceeded 225 mil-
lion by 2021, and the LoRa device market is expected to reach $11.6
billion by 2028 across a broad range of industries [1, 2].

Despite the huge popularity, one should be cautious that the LoRa
technology development is still in a very preliminary stage. The
functionality and performance of LoRa in long-term and large-scale
systems still need to be measured and validated. Previous literature
has presented that LoRa at the current stage has limitations in
terms of coverage [3–5], capacity [6–9], and link reliability [10–12].
Therefore, one natural question comes – “At this stage, how far
away is LoRa from its prospects and what does it take to reach its
vision of connecting massive devices and applications? ”
Status Quo and their Limitations. Many empirical studies have
been devoted to LoRa to understand its performance and limitations.
Liando et al. [13] build a campus-scale LoRa network consisting
of 50 end nodes and 4 gateways to measure the energy consump-
tion and network capacity with various LoRaWAN parameters. Ren
et al. [14] measure the PHY-layer links and LoRa communication
ranges in both LoS (Line-of-Sight) and non-LoS scenarios, using six
mobile LoRa end nodes and two gateways. Other LoRa measure-
ments, such as [15–18] and references therein, evaluate the link
capacities, channel attenuations, and energy profiles of end nodes
with various LoRa deployments.

Fundamental limitations. All previous measurements are per-
formed on small-scale LoRa testbeds with only several gateways
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Table 1: Number of deployed devices in various smart city
applications.

Device Name Number Device Name Number

Gas meter 18765 Water meter 591
Heat meter 245 Gas stove 17
Gas alarm 143 Regulator valve 26

Electricity meter 19 Hygrothermograph 2
Intelligent module 8 Pressure sensor 3

SOS Emergency button 1 Gate magnetism 1

and tens of end nodes. They mostly simulate large-scale LoRa con-
nections by having end nodes transmit packets at high duty-cycles.
The scalability of LoRa networks when connecting massive real
IoT devices has not been verified. Also, testbeds in previous mea-
surements are not designed for real-world applications. Their de-
ployment environments and data transmission modes are very
different from the real-world applications. The functionality and
performance of LoRa in long-term and large-scale real applications
still need to be measured and validated.
Overview of our Measurement. In this paper, we report a long-
term and full-aspect measurement on the CityWAN large-scale
LoRa network. Our measurement differs from all previous works
in the scale of the evaluated network and whether the connected
nodes are used in real applications. We build the network to connect
citywide municipal devices, which consists of 100 gateways and
19,821 LoRa nodes, covering an area of 130 km2 and serving 12
kinds of smart city applications as shown in Table 1. The deploy-
ment environments of LoRa end devices are shown in Figure 1. We
focus on the deployment, performance, and operation challenges
of the large-scale network for real-world smart city applications.
We collect more than 389M transmission records with fine-grained
cross-layer network information from a five-month measurement.
We evaluate the performance of the LoRa network from the ap-
plication layer to the physical layer, revealing the performance
gap between the LoRa coverage and gateway efficiency. We profile
the energy consumption of LoRa transmitters and compare LoRa
with other LPWAN technologies in terms of the end node lifetime
and system costs under different scenarios and user densities. The
purpose of this work is to provide guidance for large-scale LoRa
deployment and show insights for future academic research on
LoRa network optimization.
Measurement perspectives. Our measurement aims to demystify
LoRa performance from four major perspectives:

(i) Application performance (Sec. 3). LoRa enables IoT applica-
tions with long-range and low-power communications. However,
the long-term performance of applications on large-scale LoRa net-
works still needs to be measured and validated. We evaluate the
performance of LoRa applications from high-level data transports
down to the physical layer link behaviors. We also summarize net-
work characteristics and analyze the bottleneck that restricts LoRa
application performance.

(ii) Infrastructure deployment (Sec. 4). Gateways in LoRa are cus-
tomized by users, which is considered one of the advantages of LoRa.
The installation and maintenance of gateways are costly and affect

the coverage of LoRa networks. Thus, it is of great significance to
optimize the gateway deployment. In this paper, we investigate the
impact of gateway deployment on network performance by mea-
suring gateway efficiency for the citywide LoRa network. Based on
the measurement, we reveal a gap between the gateway efficiency
and network coverage, which inspires us to optimize the future
deployment of LoRa networks.

(iii) Link characteristics (Sec. 5). LoRa claims to provide long-
range communication links, i.e., five kilometers in urban areas
and 15 kilometers or more in rural areas, by its physical layer
chirp spreading spectrum (CSS) mechanism. However, nodes in
real-world applications are deployed in diverse environments, such
as underground or surrounded by metal materials. The practical
performance of LoRa links faces many attrition factors, e.g., sig-
nal interference, rich multi-path, and link attenuation of different
shields. To understand how these factors manifest LoRa links in
practice, we perform link measurements over different transmission
times, channels, gateway redundancies, and surrounding environ-
ments. We analyze the root cause of link fluctuations and present
innovations for improving the reliability of LoRa links.

(iv) Energy Consumption and System Costs (Sec. 6). Energy con-
sumption and costs are first-order concerns of IoT devices as they
are battery-powered and should be low-cost for large-scale deploy-
ment. We measure the power profile of LoRa devices and build an
economic model for the deployment of LoRa networks, considering
the whole lifecycle of IoT applications. We compare the system
costs of LoRa, Sigfox, and NB-IoT in urban and rural scenarios. Our
measurement identifies the key costs of LPWAN deployments and
answers the advantages and disadvantages of each technology in
different application scenarios.
Summary of insights. Our measurement leads to several major
insights, which we summarize as follows:

(i) Our measurement reveals that packet loss and coverage blind
spots are much more prevalent for real urban applications than in
testbed measurements. Blind spots exist even when gateways are
densely deployed in the network region. Many blind spots happen
with node deployments in indoor scenarios, especially when the
nodes are deployed on the bottom floors or surrounded by shields.
We also find that the blind spots in urban applications are spatially
scattered, making it expensive and inefficient to improve the node
coverage by adding more gateways.

(ii) As for the infrastructure deployment, we find that the im-
portance of different gateways in the network is very different,
where 40 critical gateways can cover 95.3% of the end nodes, but
connecting the rest 4.7% of nodes needs 60 more gateways. This in-
dicates a gap between the gateway efficiency and network coverage,
where the full coverage demands a large number of low-utilization
gateways to connect sparse users at edge areas or blind spots.

(iii) We find that LoRa links vary dramatically across transmis-
sion times, channel frequencies, and surrounding environments.
We first identify that the time-related link fluctuation is due to the
spectrum overlapping of Digital Terrestrial Multimedia Broadcast
(DTMB) signals and LoRa bands. Then, for links of different chan-
nels, we find that transmission SNRs show short-term aggregation
and long-term fluctuation in each channel due to the rich multi-path
from urban reflections. Multi-path signals over different frequencies
have different wavelengths, leading to constructively superposition
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at some channels and destructively cancellation at others. Finally,
we verify that the installation environments of end nodes have a
significant impact on the link performance, as nodes in real-world
applications may be deployed in hard-to-reach locations.

(iv) Our energy consumption measurement shows that LoRa has
the best power efficiency among different LPWAN technologies for
low data rate IoT applications. This is mainly due to the low protocol
overhead of LoRa transmissions. We further estimate the system
costs of large-scale LPWANs and find that LoRa is cost-effective
for urban low-density scenarios, but NB-IoT is cost-effective for
rural and high-density scenarios. This inspires us to apply mixed
technologies to build IoT systems with the best cost efficiency.
Contributions. To our knowledge, this work represents the first
measurement study for the deployment and operation of a citywide
LoRa network for real-world applications. Our main contributions
can be summarized as follows: (i) Deploying and operating a large-
scale LoRa network for connecting municipal devices in real-world
applications. (ii) Quantitative characterization of LoRa transmis-
sion and coverage profile in urban settings, providing guidance
for large-scale network deployment. (iii) Locating the bottleneck
of LoRa performance by fine-grained connectivity measurements.
(iv) Identifying the gap between gateway efficiency and network
coverage to inspire network deployment optimization. (v) Profiling
LoRa links under various transmission times, channel frequencies,
and environments. (vi) A detailed measurement of the LoRa energy
profile and cost comparison to other LPWAN technologies. (vii)
Releasing the collected dataset and analysis scripts as open source
at https://github.com/iot-book/CityWAN.

2 STUDY METHODOLOGY
Network Deployment. We build the CityWAN LoRa network to
connect IoT devices in an urban area of 130 km2. The network
consists of 100 gateways and 19,821 end nodes, where gateways are
with SX1301 [19] and end nodes use SX1278 [20]. We deploy the
gateways on the roofs of tall buildings with the minimum surround-
ing obstacles. We also set two USRP gateways which can collect
physical layer samples for fine-grained LoRa link measurement.
We use the network to connect twelve smart city applications.

The number of devices for each application is shown in Table 1,
where gas meters occupy the main body of the network, account-
ing for 94.7% of end nodes. In uplink transmissions, end nodes
send data to gateways, and gateways pass the data to the network
server (NS) via backbone network connections. The NS then for-
wards the data to the application server (AS) as necessary. In turn,
the NS sends downlink messages, either for network management
or on behalf of the AS, through gateways to end nodes. Figure 1
shows the deployment environments of various municipal devices.
Most nodes are deployed inside buildings, and some are embedded
in cabinets or underground. For example, gas meters and water
meters are mostly low-hanging in cabinets close to the ground.
This brings significant attenuation and rich multi-path to wireless
signals. To accommodate the harsh environment, we adopt an over-
provisioning gateway deployment to ensure coverage, where the
average distance between two neighboring gateways is 0.72 km,
and the minimum gateway distance is 0.2 km.

At the protocol layer, we apply the LoRaWAN for MAC and
upper network stacks. We configure end nodes in Class A, where
all transmissions are node-initiated and a downlink transmission
happens only following an uplink transmission. Each successful
uplink transmission is followed by an ACK generated by the net-
work server and forwarded by a selected gateway. Most nodes in
our network transmit regularly for application data collection. By
default, end nodes report their data readings with four uplink pack-
ets every day. Each data packet is modulated in SF10 with a Code
Rate (CR) of 4/8. The inter-packet interval for two adjacent packets
in the same report is five seconds, and each packet has 64-byte
payloads. For each uplink transmission, end nodes randomly select
a target carrier from eight predefined LoRa channels with center
frequencies ranging from 475.1 MHz to 476.5 MHz.
Data Collection. We need to collect fine-grained network data for
in-depth LoRa performance measurement. However, data collection
in the citywide network is very challenging. The first challenge
is the inability to get physical access to end nodes. As shown in
Figure 1, end nodes in our network are mostly deployed in difficult-
to-access locations. Getting physical access to an end node can take
a deployment manager days or weeks to schedule a time when
the user is available. Therefore, we have to recover the end node
information, such as uplink attempts and packet loss, only based
on the records at the gateway side. We resolve this challenge by
taking functionalities of the LoRaWAN protocol. LoRaWAN uses
the “NbTrans” parameter to control retransmissions of node uplinks.
When “NbTrans” is set to 1, there is no physical layer retransmission.
Then, at the gateway, we extract the frame counters (i.e., fCnt) of
uplink packets. The frame counters for each end node should be
a monotonically increasing sequence whose value indicates the
number of uplink attempts, and numbers skipped in the sequence
correspond to lost packets of that device. We process the potential
packet loss at the application layer by designing a transmission
acknowledgment mechanism at the NS.

Second, for end-to-end link estimation, we need to estimate the
power of LoRa signals and interference, respectively. LoRa gateways
provide SNR and RSSI estimations of each uplink packet. However,
as LoRa supports high-sensitive reception for signals that are upto
20 dB under the noise floor, the estimated RSSI cannot reflect the
actual signal power of LoRa packets. To settle this, we use the
metric of Expected Signal Power (ESP) for revealing the actual
signal strength even with extremely low SNRs. We borrow from
the deduction in [21] and estimate the ESP from RSSI and SNR of
received LoRa packets based on the independence between signals
and interference/noise:

𝐸𝑆𝑃[𝑑𝐵𝑚] = 𝑅𝑆𝑆𝐼 [𝑑𝐵𝑚] + 𝑆𝑁𝑅[𝑑𝐵 ] − 10 · log10
(
1 + 100.1𝑆𝑁𝑅 [𝑑𝐵 ]

)
We use the ESP estimation for evaluating the LoRa coverage as
well as the end-to-end link performance. We collect other network
information such as transmission times, channel frequencies, and
device IDs for all records at the gateway side. We also collect the
geographic locations and installation environments for all gateways
and some end nodes for analyzing the environmental impact on
network performance.
General Network Statistics. Figure 2(a) shows the number of end
nodes in three main applications over time. The node number in-
creases consistently during the whole measurement period (around

https://github.com/iot-book/CityWAN
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Figure 2: General statistics of CityWAN : (a) Number of devices for various applications over the measurement period; (b)
Number of transmissions at end nodes and number of receiving records at gateways; (c) Gateway redundancy estimated by
ratios of gateway-side records to node-side transmissions.

35% growth), as the deployment of municipal facilities is an ongo-
ing activity. We collect a total of 389,899,615 transmission records
from 19,810 user devices and 100 gateways over the five-month
network measurement. Figure 2(b) shows the number of uplink
transmissions at the end node side and the number of receiving
records at the gateway side. There are fluctuations in the number of
gateway records from Sep 25 to Nov 7, which is mainly due to the
unexpected record loss at the NS database by a configuration fault.
We diagnosed and fixed it on Nov 7, and after that, the number of
gateway records increases much more steadily with the increase of
network devices. We calculate the ratio between the numbers of
gateway receptions and node transmissions for evaluating the re-
ceiver redundancy of uplink transmissions as shown in Figure 2(c),
where each transmission is received by 16 to 24 gateways on aver-
age. This indicates that uplink transmissions in our network have
high receiver redundancies, where each packet is received by mul-
tiple gateways due to the high density of gateway deployment in
the urban area.

3 APPLICATION PERFORMANCE
This section characterizes the performance of applications running
on the large-scale CityWAN LoRa network. We intend to illustrate
how well large-scale LoRa can support different IoT applications
and to provide realistic experiences for application users. Our obser-
vations range from the high-level data transmission performance
down to behaviors at the physical layer. From those observations,
we summarize the network characteristics and explore reasons that
restrict the application performance in large-scale LoRa networks.

3.1 Data Transmission Performance
We measure the data transmission performance to show the capa-
bility of LoRa for data collection. We first evaluate the packet loss
of each end node based on the sequence numbers of their uplink
packets. Then, we look down to the physical layer to evaluate the
SNR performance of each transmission. The following presents our
observations:
(1) Poorly connected nodes exist even with dense gateway deployments.
Figure 3 shows the CDF of packet loss rate for three different ap-
plications. We can clearly see the difference in the distribution of
packet loss rates between nodes in different applications. Nodes of

gas meters have the best data transmission performance of all appli-
cations, where the packet loss rate for 94.4% of nodes is lower than
5%, and 99.1% of nodes have a rate lower than 10%. The median
packet loss rates for heat meters and gas alarms are 8.2% and 7.9%,
respectively. However, there still exist end nodes whose data cannot
be reliably collected, where 197 gas meters, 10 heat meters, and 18
gas alarms have packet loss rates over 10%. Such a situation is not
usual especially considering the dense deployment of gateways,
where an uplink transmission can be received by 20 redundant
receivers on average. We make a deep analysis and reveal the root
cause for transmission failures of these poorly connected nodes in
Sec. 3.2.
(2) There is a long tail in the SNR distribution of LoRa transmissions.
Figure 4 shows the SNR distribution of transmissions in three dif-
ferent applications. For each transmission, we exclude redundant
records at multiple gateways and only use the SNR records that
are finally forwarded to the application server. Due to the dense
deployment of gateways, most transmissions have high SNRs, e.g.,
92.3% of gas meter transmissions, 88.5% of gas alarm transmissions,
and 58.8% of heat meter transmissions have the SNRs in range of
0 to 15 dB. However, many transmissions are occurring far away
from the central part of the distribution, showing a long tail in the
low-SNR region between −20 and 0 dB. There are two reasons for
those low-SNR transmissions. The first is the burst interference
in the unlicensed LoRa band where the superposition of interfer-
ence can lead to decreasing SNRs. The second is weak links of
poorly connected nodes. We analyze the roots for these low-SNR
transmissions in Sec. 3.2.

In addition, we observe that transmissions in the gas metering
application have better reliability than other applications, consid-
ering both the packet loss and transmission SNRs. This is because
the gas metering nodes are mostly installed in urban housing es-
tates which have dense gateways nearby. Besides, we prioritize
the connectivity to gas meters by adding gateways to regions with
dense node installations, as gas metering is an essential municipal
service. Such results indicate that an intensive gateway deployment
can certainly improve the application reliability but is difficult to
achieve complete coverage for all nodes. We map the SNR distribu-
tions to packet delivery rates (PDR) to show the application layer
functionality as in Figure 5. We estimate the PDR at different SNRs
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by connecting an SX1278 LoRa transmitter to an SX1301 gateway
with an adjustable attenuator. As the SNR decreases, the PDR first
remains constant and then undergoes a quick drop when the SNR
falls below the demodulation boundaries. This indicates that end
nodes with SNRs below the demodulation boundaries will be dis-
connected from the network, severely affecting the application
performance.

3.2 Locating the Performance Bottleneck
This section studies the fundamental factor that impacts the data
transmission performance and locates where the packet loss anom-
aly takes place. To understand the spatial characteristic of LoRa
transmissions, we perform a fine-grained measurement by focusing
on a typical urban area. Figure 6 shows the bird view of the mea-
surement region. We do not rely on the data of real applications
because their spatial density and transmission frequency are too
low to satisfy the fine-grained measurement. Instead, we use a GPS-
equipped LoRa node to traverse the measurement region, and thus
estimate transmission links at different locations. We use a USRP
gateway deployed on the roof of an office building for collecting
uplink transmissions. We configure the LoRa node to periodically
report its locations to the gateway by sending LoRa packets. The
hardware and radio configurations are the same as devices in the
gas metering application. Then, at the gateway, we obtain node
locations as well as the corresponding ESP values based on the
uplink transmission records.

Figure 6 shows all the ESP samples over the whole experiment re-
gion. Transmissions around the gateway have strong signals, where
the minimum ESP is higher than −100 dBm for measurements in
the one-kilometer range. As the distance extends, the measured
ESP decreases due to signal attenuation and shadowing. However,
we observe that the link quality does not vary monotonically as
the distance changes. Some points close to the gateway have worse
links compared to positions that are further away. We name such
positions of poor network connections as blind spots. To show this
more clearly, we measure links from farther distances. The results
are shown in Figure 7. Generally, the ESP decreases as the link dis-
tance extends. Yet a long-distance link is not necessarily worse than
a near-region one. It proves that the gateway coverage is non-isotropic
and blind spots exist even for links near the gateway. The presence
of blind spots explains why some nodes have high packet loss and
some transmissions are with low SNRs even with a high gateway
density. A similar problem is observed in cellular and satellite net-
works, which are known as urban canyons or street canyons [22, 23].
The shadowing and multi-path effects of tall buildings beside urban
streets lead to poor signal reception. However, we observe that
blind spots in LoRa follow a more scattered distribution in spatial.
As shown in Figure 6, there are multiple isolated regions of blind
spots within one kilometer of the gateway, each with a diameter of
only tens or even a few meters. This is because LoRa signals use
low-frequency carriers and are more susceptible to diffraction and
interference during signal propagation.

3.3 Lessons and Implications
(i) Blind spots is non-negligible in LoRa networks, i.e., 7.1% of our
evaluated locations have PDR lower than 50%. Although previous
literature has shown that the coverage radius of LoRa in the urban
environment can reach several kilometers [13], we find that the
blind spots are prevalent even when end nodes are close to the gate-
way. The problem is much more pronounced for indoor applications
where nodes are installed with a large number of signal reflectors
and shields in the surrounding area. This makes LoRa challeng-
ing for applications that require high transmission reliability and
complete coverage.

(ii) Blind spots in the urban scene are scattered. Covering nodes
in these spots by replenishing gateways will be both expensive and
inefficient. Blind spots in urban environments cover small areas but
are scattered everywhere. Deploying gateways at each blind spot
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• In Class B, beside reception windows of Class A, LoRa nodes
open extra reception windows informed by gateways. Gate-
ways periodically broadcast synchronization beacons. The
node then divides the time between two adjacent beacons
into several ping slots and selects some slots as reception
windows.

• In Class C, LoRa nodes stay in RX state except for transmis-
sion.

For network management, LoRaWAN utilizes a set of MAC com-
mands. For example, LinkCheckReq/LinkCheckAns commands are
used to indicate LoRa nodes of the reception quality. Speci�cally,
when servers receive a LinkCheckReq from the node, the server
would reply a LinkCheckAns to the nodes. LoRa nodes than can
extract the link information from the packet.

2.2 Motivation
We conduct a large-scale experiment to evaluate the practical LoRa
performance which also motivates our design. In this experiment,
we use a total of 50 nodes and 3 gateways and collect about 260000
packets for a month. For brevity, we call LoRa nodes that work in

Figure 5: Signal variation in space. We put LoRa nodes under
the 4 ⇥ 5 grid and calculate its PDR. The grid is moved to
di�erent distance from the gateway.

Figure 6: Signal variation in time. We put LoRa nodes in two
di�erent locations and use retransmission counts to show
the variation of LoRa links.

good condition as good-points while those nodes behave poorly as
blind-points.

2.2.1 Signal variation with distance. We deploy our LoRa gateways
on campus and collect RSSI from di�erent distances. The result is
shown in Fig 3a. Generally, RSSI is good in the near area of the
gateway while becoming bad in the long distance. However, we ob-
serve some good-points are far away from the gateway. Meanwhile,
some blind-points are closer to the gateway.

We use TTN data [16] to show the phenomenon is common
in LPWAN, shown in Fig 3b. Clearly, the RSSI varies at di�erent
distances. Yet a long-distance communication link is not necessarily
bad. It proves that the gateway coverage is non-isotropic and blind-
points exist along with good-points nearby.

2.2.2 Signal variation in buildings. To show signal attenuation in
buildings, we deploy LoRa nodes in two buildings. The �rst one
is a three-story building. We move LoRa nodes on the �rst �oor.
Fig 4a shows the PDR of LoRa nodes. Though good-points exist
in most areas, there are some blind-points where nodes perform
poorly. Similarly, we measure the PDR of 20 LoRa nodes deployed
in a seven-story building that is 1.2 km from the gateway. As shown
in �g. 4b, even if they’re only a few meters to a dozen meters apart,
nodes on the low �oors can hardly reach the gateway while nodes
on the seventh �oor transmit well. We also get �ckle results on the
same �oor.

We think the reason why both good-points and blind-points exist
on the same �oor is that fresnel zone [1] of LoRa nodes is blocked
by buildings, causing rich multipath.
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Figure 7: LoRa estimated signal power
over different distances: ESP fluctuates
with increasing of the link distance.
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Figure 9: Coverage areas of standard LoRa
and the signal combination based demod-
ulation mechanism.

costs a very high capital expenditure and increases the difficulty
of network maintenance. The spatial discreteness of blind spots is
mainly due to the rich reflection of LoRa signals in urban environ-
ments, where the link multi-path of two adjacent locations varies
significantly. As a result, LoRa networks with different layouts will
all be affected by the blind spots, no matter whether end nodes are
uniformly distributed or densely gathered in center areas, as the
blind spots are only determined by surrounding physical environ-
ments. This problem should be carefully resolved before applying
LoRa for reliable network coverage in urban scenarios.

(iii) Weak signal demodulation can help connect nodes in blind
spots. A native idea to combat transmission failures in blind spots
is to enhance the signal over weak links. We can coherently com-
bine signals of multiple repeated LoRa chirps to improve the signal
strength. To achieve this, we program the LoRa node to generate
LoRa packets with each symbol repeated multiple times. Then, we
modify the gateway to demodulate weak signals by concentrating
the energy of multiple repeated symbols. Recent literature validates
the effectiveness of signal combinations for boosting weak signal
power. For example, Choir [3] launches simultaneous transmissions
of multiple co-located transmitters for signal enhancement over
the propagation channel. XCopy [24] boosts signal strength by gen-
erating continuous retransmissions of the same content and adds
up their signals at the gateway. We validate the performance of
the coherent signal combination with commodity LoRa nodes and
USRP gateways. We estimate the SNR threshold for successful de-
modulation of signal combination and compare it with the standard
LoRa, DNN-enhanced LoRa demodulator [12], and active chan-
nel interfering based encoding [11]. The DNN demodulator [12]
exploits the feature abstraction ability of deep learning for weak
signal demodulation, which we implement on dedicated gateways
with strong computability. The channel encoding [11] approach
transmits data bits on low-SNR links by selectively interfering with
other LoRa transmissions. The resulting SNR thresholds of different
bandwidths are shown in Figure 9. All approaches improve the weak
signal demodulation ability compared with the standard LoRa. The
signal combination approach achieves 7 ∼ 9 dB SNR gains which
can be further improved by gathering more repeated symbols. We
also evaluate the transmission range and coverage performance of
the combination mechanism using physical layer signal samples col-
lected in Sec. 3.2. Figure 9(a) and (b) shows the packet delivery rate
of standard LoRa and signal combination demodulation in the same

area. The results show that we can improve the LoRa network cov-
erage by extending the signal transmission range and connecting
blind spots with the weak signal demodulation mechanism.

4 INFRASTRUCTURE DEPLOYMENT
This section investigates the impact of gateway deployment on
network performance. We aim to provide experience for network
operators who deploy and maintain network infrastructures. We
measure the efficiency of gateways in our citywide network and re-
veal the performance gap between gateway efficiency and network
coverage.

4.1 Gateway Efficiency
We first answer the question – “Howmany gateways are used by each
end node in the current network deployment?” Different from cellular
technologies such as 4G/5G and NB-IoT, end nodes in LoRa are not
associated with a specific gateway. A LoRa uplink transmission
will be received by multiple neighboring gateways. Then, each
gateway decodes and reports the message to the network server
(NS), where the NS chooses the best-SNR message to forward to the
application server (AS) and discards all other duplicate ones. In this
measurement, we account for three numbers of gateways for each
node: (1) Actually Used Gateways: the number of gateways whose
message has been chosen for forwarding to the AS; (2) Average
Reached Gateways: the average number of gateways that a node
can reach per transmission; (3) Maximum Reached Gateways: the
maximum number of gateways that a node can reach in all of
its transmissions. Figure 10 shows the CDF of the three gateway
numbers for each end node. The median numbers of the three kinds
of gateways are 7, 18, and 35, respectively. This indicates that for
nodes in the current network, the number of reachable gateways
is far more than the actual need for uplink transmissions. Many
gateways are involved in redundant reporting as most of their
messages will be discarded at the NS.

Our second question is – “Do all gateways have equal importance
in the network?” For answering this, we classify gateways into two
categories (replaceable or irreplaceable) depending on whether all
traffic on a gateway can be replaced by other gateways. We perform
the classification under different application demands, i.e., the max-
imum transmission intervals. Nodes in our network report uplink
data every day. At the application layer, however, it is acceptable
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Figure 13: User distribution map of the urban scenario.

for a node to have packet loss, as long as the packet is received
before a predefined maximum transmission interval. The shorter
the interval, the more reliable the link is required by the application.
Figure 11 shows the distribution of the two categories of gateways
under different maximum transmission intervals. We have two ob-
servations from the measurement: (1) Under a reasonable maximum
transmission interval, most gateways in the network are replaceable
by others. For example, when relaxing the maximum interval to one
week, 81 out of 100 gateways are replaceable, i.e., a breakdown on
any of the 81 gateways does not affect the running of the network.
This is due to the high redundancy in the gateway deployment,
where coverage areas of different gateways overlap significantly. (2)
Some gateways play an irreplaceable important role in the network.
No matter how the maximum interval changes, traffics on some
gateways can never be replaced by any other gateways, e.g., 15
gateways always being irreplaceable even if the maximum interval
reaches 10 days. This shows that the importance of different gate-
ways in the network is very different. A few critical gateways can
affect links to a mass number of end nodes.

4.2 Efficiency and Coverage Gap
Now, we have shown that the importance of gateways in the net-
work is inequable, and traffics on some gateways can be carried by
other gateways. Based on this observation, we ask the question –
“What is the minimum number of gateways needed to cover all end
nodes in a network?” We model the gateway selection as a classical
set cover problem (SCP). Given a set of elements {1, 2, ..., 𝑛} (called
the universe whose items correspond to end nodes) and a collection

S of 𝑚 sets whose union equals the universe, the SCP is to identify
the smallest sub-collection of S whose union equals the universe.
The decision version of an SCP is NP-complete. Therefore, we use
a greedy algorithm to find an approximation of the minimum gate-
way set in polynomial time. We choose gateways according to one
rule: at each stage, choose the gateway set that contains the largest
number of uncovered end nodes. We consider a node is covered if
its PDR is higher than a predefined threshold (i.e., 80%, 85%, 90%,
and 95% in our measurements). Figure 12 shows the node covered
rate over different numbers of selected gateways with four PDR
thresholds. As the number of selected gateways increases, the num-
ber of covered nodes grows rapidly at first and then slows down. We
have two findings: (1) A small number of gateways can cover most
nodes in the network. For example, when setting the PDR thresh-
old to 90%, 40 gateways can cover 95.3% end nodes. This is due
to the fact that most end nodes in urban applications are densely
deployed. Therefore, a few carefully selected gateways can cover
a large number of dense users. (2) As the number of gateways in-
creases in the network, the coverage gain brought by the new gateway
decreases. For example, in the 90% PDR threshold case, when the
number of gateways increases to more than 40, each newly added
gateway can cover only 15 extra nodes on average. This is mainly
due to the uneven spatial distribution of users. Figure 13 shows the
user distribution in a typical urban region, where most users are
gathered in the center area and some sparse users are located at
the edges. Dense users in the center area can be covered by a small
number of carefully selected gateways. In contrast, users in edges
and blind spots need more gateways as they are sparsely distributed
and far apart from each other. Covering those sparse disconnected
users requires a lot of extra gateways, which sacrifice the utilization
efficiency of gateways. This measurement shows a gap between
the gateway efficiency and network coverages, where a complete
coverage expects a large number of low-utilization gateways for
connecting sparse end nodes in edges or blind spots.

4.3 Lessons and Implications
(i) The efficiency and coverage gap leads to unbalanced gateway uti-
lization when connecting end nodes. Load balancing among different
gateways should be considered for the infrastructure deployment.
Our measurement shows that unbalanced gateway utilization is
common in large-scale networks when the operator takes the cov-
erage as the first consideration and applies the over-provisioning



SenSys ’23, November 12–17, 2023, Istanbul, Turkiye Shuai Tong, Jiliang Wang, Yunhao Liu, Jun Zhang

−20 −15 −10 −5 0 5 10 15
0.00

0.05

0.10

0.15

0.20

0.25

0.30

D
e

n
s
it
y

SNR (dB)

 Upper Bound

 Lower Bound

SNR (dB)

63.4% 92.5%

Figure 14: Upper and lower bounds of
SNRs for each link.

0 5 10 15 20 25 30 35
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08

D
en

si
ty

SNR Fluctuation (dB)

34.8% 28.2% 33.4% 3.6%

Figure 15: Distribution of SNR fluctua-
tions in all links.

0 5 0 1 0 0 1 5 0 2 0 0 2 5 0 3 0 0
1

2

3

4

Tra
ns

mi
tte

r

S e q u e n c e  N u m b e r
Figure 16: Bursty loss pattern of LoRa
transmissions.

infrastructure deployment. Some gateways in the network play
an irreplaceable important role with high utilization, while some
gateways are less used. The unbalanced gateway loads affect the
reliability of the network, where failures or interference on several
pivotal gateways will lead the whole network to get into trouble.
The deployment of LoRa gateways is user customized. Therefore,
we should carefully design the deployment parameters, such as site
locations and antenna directions, to balance the gateway overloads
and thus improve the network reliability.

(ii) Low-cost connectivity to sparse users is the key to bridging
the efficiency and coverage gap. The measurement shows that the
over-provisioning gateway deployment is inefficient due to the
efficiency and coverage gap. To reduce the infrastructure costs as
well as promising coverage, we can leverage peer nodes with re-
liable connections to ferry data for weak links, and thus connect
edge users and blind points at low costs. By applying this idea, we
only need a small number of gateways at a few carefully selected
locations (such as in areas with dense users), and use the connected
end nodes to forward transmissions for uncovered edge users. Such
forwarding nodes can also be specially deployed by network opera-
tors (e.g., as micro gateways), which cover much smaller areas than
normal gateways but are low-cost. Previous studies have validated
implementing the packet forwarder on SX1278 LoRa nodes while
keeping compatibility with the LoRaWAN protocol [25]. Measure-
ments in [26] show that the range of device-device LoRa communi-
cation in urban scenarios can reach 500 m, which will be sufficient
for connecting sparse edge users and blind spots. More technique
challenges, such as low-power neighbor discovery and collision
avoidance, will be our future work.

5 LINK PERFORMANCE
In this section, we estimate link performance between LoRa nodes
and gateways. We first present the overall picture of LoRa links in
terms of packet loss and physical layer SNRs. Then, we zoom in on
the link variation over transmission time, channels, and environ-
mental impacts.

5.1 Overall Picture
Based on our long-term link measurements in the citywide LoRa
network, we have the following observations:
(1) Most links fluctuate significantly during the measurement period.
To reveal the reliability of link connection in LoRa, we estimate
the upper and lower boundaries of transmission SNRs in each link,

in Figure 14. There are 92.5% of links with a maximum SNR over
5 dB, showing superb connectivity. But there are also 63.4% of
links that have experienced very low SNRs below −10 dB. The
distribution of SNR fluctuations for all links is shown in Figure 15.
SNR fluctuations of 65.2% of links are higher than 20 dB, showing
drastic link variation during the measurement. Meanwhile, some
links show much more stable connection performance, where 21.4%
of links have SNR fluctuations below 10 dB. For the rest of this
section, we explore reasons for such fluctuations by estimating link
variations over different times, channels, and environments.
(2) Packet loss in LoRa exhibits a clear bursty pattern. We then explore
the packet loss characteristics for LoRa links based on sequence
numbers of reception records. We identify packet loss by detect-
ing missing elements in sequence numbers. Figure 16 shows the
sequence numbers from four typical gas meter nodes. We observe
a clear bursty pattern in packet loss of LoRa links. This is mainly
caused by the burst interference from coexisting protocols on ISM
bands, which inspires us to carefully design the LoRa retransmission
mechanism to avoid time-persistent interference. As LoRa works in
the ISM band, there exist rich interference and packet corruptions
over the open channel. A possible solution to this problem is to
apply carrier sensing before LoRa transmissions [26, 27].

5.2 Link Variation over Time
To verify link performance over different transmission times, we
group packet records according to the hours they are transmitted.
We extract the SNR and ESP records from each group and esti-
mate their distributions. Figure 17 shows the SNR distribution of
transmissions over 24 hours. We find that transmissions from 0 to
6 AM have better SNRs, which are 5dB higher than the average
SNR of the rest 18 hours. To show the time-related link variation
more clearly, we perform fine-grained measurements on a LoRa
link with continuous transmissions. We configure a gas meter to
continuously transmit uplink packets every 140 seconds, and plot
its SNR traces in Figure 18. There are significant SNR fluctuations
over time, where transmissions between 0 and 6 AM have better
SNRs. This observation makes a lot of sense, especially consider-
ing that we need to decide the appropriate transmission time for
end nodes in smart city applications. To dig out the cause of link
fluctuations, we perform long-term channel tracking by analyzing
possible interference sources. As a result, we find that the spec-
trum of the Digital Terrestrial Multimedia Broadcast (DTMB) in
our city is partially overlapped with the LoRa band. Therefore, it
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introduces significant interference and leads to 5 dB SNR loss for
LoRa transmissions over its working time (i.e., between 6 and 24).
Figure 19 shows the ESP distribution for different times of the day,
ESPs during the day are significantly higher than ESPs at night due
to the DTMB interference.

5.3 Link Variation over Channels
Uplink transmissions in our network randomly take place at eight
channels, ranging from 475.1 MHz to 476.5 MHz. Therefore, we
verify the impact of channels by measuring transmissions over
different frequencies. We exclude hardware impacts by using the
fixed end node and gateway and avoid DTMB interference by only
collecting transmissions between 0 and 6 AM. Figure 20 shows
the SNR distribution of transmissions over different channels. We
observe that the measured SNRs are aggregated in the short term and
fluctuating in the long term for links at different channels. Specifi-
cally, in the short-term measurement with records collected in a day,
we observe that SNRs on each channel are mostly aggregated, but
have significant diversity across different channels. This is mainly
caused by the multi-path from the rich urban reflections. Multi-path
signals over different channels have different wavelengths, leading
to constructive superposition at some channels and destructive can-
cellation at others. On the contrary, for the long-term measurement
with records over a month, we observe significant SNR fluctuations
in all eight channels. Such fluctuations are mainly due to the change
of multipath from surrounding environments.

5.4 Impact of Installation Environment
We now evaluate the impact of installation environments on link
performance. We collect information of both the physical environ-
ment and the radio environment around end nodes and gateways.
The following are our observations:
(1) Installation height of both end nodes and gateways has an impact
on the link performance, where nodes near the top floors have much
better connections. Figure 21 presents the number of connected gate-
ways for nodes on different floors. Nodes deployed above 20 floors
can connect to 10 to 30 gateways on average. This is because links
to nodes of high floors travel through fewer occlusions, such as
the concrete and ground, and thus suffer less propagation atten-
uation. We also observe nodes in lower floors (i.e., under 20) all
behave similarly well, each with connections to 5 to 10 gateways.
This violets our conventional wisdom for radio system deployment
recommends that the higher the node deployment, the better the
communication performance. The reason for this situation is that
buildings in the measurement region are mostly over 20 stories,
leading to similar occlusion conditions for nodes on lower floors.
As an exception, nodes on the first floor perform poorly as they
suffer more interference from the ground reflection. We correspond
the number of reached gateways to the packet loss rate in Figure 22,
which indicates that top-floor nodes that can reach more gateways
usually have lower link packet loss rates.
(2) Interference on ISM bands presents frequency and spatial aggrega-
tion. Figure 23 shows measurements of radio environments over 100
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ferent frequencies and positions.

locations in the network region. We perform the measurement by
suspending LoRa transmissions and using a spectrograph for scan-
ning the spectrum. The results show strong interference between
494 and 503 MHz, which is mainly due to the DTMB signal as we
discussed in Sec. 5.2. Besides, we observe that some locations suffer
persistent interference at all frequencies. This is mainly due to the
physical proximity to high-power radio sources whose energy can
leak out over a wide spectrum.

5.5 Lessons and Implications
(i) LoRa links vary dramatically across different channels inmultipath-
rich urban environments. Optimal channel selection is a crucial issue
that should be studied for LoRa transmission optimization. Commu-
nication over the optimal radio channel can effectively improve the
link reliability, supporting higher data rate and battery life of end
nodes. Early research studies optimal channel prediction based on
temporal and spatial correlation with long-term statistics of chan-
nel occupancy and signal power [28–31]. Recent works disentangle
physical links with multiple receivers and ascertain the optimal
channel accordingly [10]. All existing works make trade-offs in time,
costs, and prediction accuracy. How to achieve real-time optimal
channel prediction is still an open problem.

(ii) Interference on ISM bands significantly affects LoRa trans-
missions. Spectrum sensing mechanisms should be studied to avoid
potential interference in LoRa. Cognitive radio and spectrum sensing
are primarily aimed at identifying vacant frequency bands to min-
imize interference. However, existing mechanisms are all energy
intensive and are unsuitable for LoRa. Future work should focus
on low-power spectrum sensing to improve LoRa performance in
interfering bands.

6 ENERGY AND SYSTEM EXPENDITURE
6.1 Energy Consumption
Energy consumption of end nodes is a first-order concern of smart
city applications, where many devices are powered by batteries.
We measure the power profile of end nodes in our network under
various data transmission demands and compare LoRa with several
other LPWAN technologies, i.e., Sigfox, licensed NB-IoT, and LTE-
M, in terms of the battery lifetime, to provide a sense of the power
tradeoff between these technologies. We measure the current profile
of a LoRa node and plot the currents for all radio access phases in
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Figure 24: Current consumption profile for a complete LoRa
transmission. The device is powered at 3.6 V.

Figure 24. The node stays in sleep mode when it is not transmitting
or receiving. The radio transmission consumes the highest amount
of energy by a large margin. Thus, any optimization of battery life
must focus on reducing the energy of transmissions. In particular,
saving a small amount of packet energy can translate to tens or
hundreds of days of prolonged node life.

Based on the current measurement, we calculate the energy
consumption of a node by summing up the energy of all radio
access phases. Then, we estimate the battery lifetime of the node
by assuming a typical battery capacity of 5000 mAh. Figure 25
shows the estimated battery lifetime of a LoRa node under various
data rates and uplink transmission demands. The lifetime decreases
as the node transmits more uplink packets per day or with lower
data rates (i.e., higher SF and smaller bandwidth). LoRa decides
transmission data rates depending on the coverage level of the
node, where poorly connected nodes tend to use higher SF and
smaller bandwidth, suffering significantly shorter lifetimes.

We then compare the lifetime of LoRa with other LPWAN tech-
nologies. We calculate the energy consumption of three other tech-
nologies based on the estimation in the prior literature [16]. Table 2
shows the estimated battery life of four technologies with trans-
mission rates from 90 bytes every day to 256 bytes every hour.
We estimate the lifetime of NB-IoT and LoRa under two different
data rates and label the corresponding link budget of each set in
the table. We observe that LoRa has the best power efficiency for
all applications. Sigfox has a very low data rate, and thus it must
fragment payloads to multiple packets, resulting in low energy
efficiency. Cellular-based NB-IoT and LTE-M protocols are also
power-intensive due to their complicated physical layers and ac-
cess control mechanisms. LoRa has the best energy efficiency due
to the low protocol overhead of LoRa transmissions. However, the
advantage of LoRa decreases in high data rate applications. When
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Table 2: Lifetime estimation for different network technolo-
gies across various application demands.

End Node Lifetime (years)

Network
Technology

Heat Meter
90 Bytes
Per Day

Gas Meter
256 Bytes
Per Day

Hygrometer
64 Bytes
Per Hour

Regulator
256 Bytes
Per Hour

LoRa (143 dB) 9.5 6.7 3.8 1.6
NB-IoT (144 dB) 5.3 3.5 1.4 1.1
Sigfox (155 dB) 3.4 2.3 0.9 0.6
LoRa (157 dB) 4.5 2.9 1.7 0.8

NB-IoT (164 dB) 2.5 1.7 0.7 0.6
LTE-M (164 dB) 2.2 1.4 0.5 0.5

the application demands bulk data transmissions, LoRa takes a long
transmission time due to the limited data rate it can support.

6.2 System Costs
This section identifies the key costs of the LPWAN deployment and
answers the question: “What are the advantages and disadvantages
of each technology to build a network in different scenarios?” We
first investigate the system cost considering the whole lifecycle
of IoT applications. As presented in Table 3, we divide the system
costs into three categories, i.e., deployment expenditure, operation
expenditure, and maintenance expenditure, based on the running
phases of IoT applications. We take the cost values of NB-IoT and
Sigfox from the previous literature [32] and calculate the battery
replacement costs based on the lifetime estimation in Sec. 6.1. We
consider an urban area of 300 km2 and a rural area of 10,000 km2.
For the urban area, we consider high-density deployments with
200 users per km2, and low density with 5 users per km2. While for
the rural area deployments, we consider 10 users per km2 as high
density and 0.1 users per km2 as low density. For each scenario,
we estimate the number of required sites (i.e., gateways or base
stations) based on the coverage and network capacity of previous
estimations [33].

The system costs of different scenarios are presented in Figure 26,
where we have two observations: (1) LoRa is cost-effective for the
urban scenario and low user density scenes. LoRa has a low gateway
cost, so it has an advantage when applied in urban scenarios where
many gateways are needed for combating high signal attenuation.

Table 3: System Expenditures.

Cost LoRa NB-IoT Sigfox

Deployment
Expenditure

User Equipment ($) 4-6 6-12 4
Site build (K$) 2.1 21 10.5
Site lease (K$/year) 0.4-1.1 3.7-8.4 0.9-1.1

Operation
Expenditure

Spectrum (K$/kHz/site) 0 0.001 0
Electricity (K$/year) 0.1 1 1

Maintenance
Expenditure

Battery replacement ($/node/year) 0.8 1.4 1.1

Facilities maintenance (relative to
deployment expenditure/year) 20% 10% 15%
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Figure 26: Cost evaluation for three LPWAN technologies
under different scenarios and user densities.

At the same time, the low gateway cost also makes LoRa suitable for
low device density applications, where the network cost per user
device becomes relatively low. (2) NB-IoT shows premium coverage
and capacity performance by using cellular base stations that are
widely spread over urban and rural areas. Cellular-based NB-IoT
has the longest coverage range and the highest capacity per site.
Therefore, it is suitable to provide connections to dense user devices
in open large areas, e.g., rural scenarios. These observations inspire
us to choose suitable network technologies to optimize the system
performance as well as minimize system costs.

6.3 Lessons and Implications
(i) LoRa data rate plays a critical role in the energy consumption of
end nodes, where nodes with frequent high-SF transmissions suffer
significantly short lifetimes. Thus, link optimization and adaptive
data rate should be studied to prolong the node lifetime. The data
rate setting in the current LoRaWAN is threshold based and fails
to achieve optimal energy efficiency. Recent research proposes
dynamic data rate control based on link decomposition and SNR
prediction [10, 34]. However, they require either long-term link
estimation or intensive hardware such as multiple gateways. Light-
weight and real-time LoRa data rate adaption mechanisms should
be studied for optimizing the energy efficiency of end nodes.

(ii) Mixed technologies should be considered to optimize the de-
ployment cost of smart city applications. Our measurements show
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that various technologies have advantages and disadvantages in
different application scenarios. This inspires us to use mixed tech-
nologies for lowering the deployment cost. For example, in an urban
scenario, we can use LoRa gateways for connecting dense users
in the center area, and use NB-IoT for connecting sparse users in
edges or blind spots.

7 RELATED WORK
LoRa measurements. Substantial empirical studies have been
devoted to LoRa to understand its performance and limitations. We
categorize representative topics as follows: (i) Link Performance.
Extensive LoRa measurement works, such as [13, 15, 35] and ref-
erences therein, study the characteristics of LoRa links and verify
their performance in terms of communication ranges, capacities,
attenuation models, and anti-interference capabilities. These stud-
ies focus on a single transmission link between a LoRa node and
the gateway. Thus, only a few end nodes and one or two gateways
are needed for the evaluation. (ii) Network Operation. Other works
focus on the functionality of the whole LoRa network with dif-
ferent environments [15, 17, 35], underlying parameters [10, 13],
network densities [34, 36], and MAC configurations [14, 16]. These
measurements are based on dedicated LoRa deployments with a
few gateways and end nodes. Some emulate large-scale LoRa by
theoretical models or simulations. The performance of large-scale
LoRa networks in real applications is still unclear. (iii) Energy Con-
sumption. Many works characterize the energy profiles of LoRa
nodes by evaluating the battery life [13, 37–39]. These works focus
more on the impact of LoRa modulation settings, such as SF and
bandwidth, and lack comparison with other technologies in differ-
ent scenarios. Other works compare the energy management of
LoRa with cellular techniques for physical layer modulation mecha-
nisms, MAC protocols, and state machines [39, 40]. (iv) Application
Measurements. Many works explore using LoRa to build IoT appli-
cations for data collection and instruction delivery. Measurements
and evaluations are performed on these LoRa-based IoT applica-
tions, including smart agriculture [41], industrial automation [42],
supply chain management [43], etc. Recent study evaluates LoRa
performance for different application scenarios, which compares
wild forest sensing and urban truck tracking applications with both
static and mobile end nodes [44]. [32] compares LoRa infrastructure
with other wide-area wireless technologies for various application
scenarios. The system closest to ours in scale is Helium [45, 46],
which presents the decentralized LoRa network architecture with
crowdsourced and incentive-guided infrastructure deployment. He-
lium consists of hundreds of thousands of geographically dispersed
end nodes and gateways (named Helium Hotspots) deployed ad-hoc
by users all over the world. Studies on Helium [45] focus on hotspot
implementation, user incentive mechanisms, and application layer
traffic statistics. Few link and network layer characteristics of He-
lium networks are observed as the nodes and gateways are crowd-
sourced and the information of underlying layers is inaccessible by
network operators.
LoRa optimization. Many recent research efforts propose opti-
mization mechanisms for LoRa networks, including ways to miti-
gate collisions [6–9, 47–49], improve parameter allocations [10, 34,
50, 51], build up enhanced coding mechanisms [11, 12, 52, 53], and

design a variety of channel sensing and estimation solutions [27, 54–
57]. Extensive works focus on mitigating LoRa collisions and dis-
entangling interfering transmissions via LoRa physical features
such as hardware imperfections [3], temporal signal characteris-
tics [6, 8, 58, 59], energy distributions [47, 60], and frequency do-
main features [7, 9]. Other works improve LoRa transmissions by
selecting optimum parameters (e.g., radio powers [34], spreading
factors [50], bandwidth [51], and channel frequencies [10]) or adapt-
ing specially designed coding mechanisms, such as distributed and
scattered CSS [52, 61]. Finally, many works focus on carrier sensing
and link optimization and propose MAC protocols like CSMA for
LoRa optimization [26, 27, 54].

Our study differs from the previous works in the following two
aspects. First, previous field studies and measurements were con-
ducted with small-scale and dedicated LoRa deployments of only a
few end nodes and gateways. We measure the LoRa performance
with a citywide large-scale network and uncover its performance
challenges in real-world applications. Second, although previous
works also study the link and coverage performance of LoRa, their
measurements just provide a rough understanding of signal prop-
agation. In contrast, we not only perform a detailed study to un-
derstand the LoRa characteristics at different layers but also study
the facts that bottleneck LoRa performance. Our experience in
deploying citywide networks provides realistic lessons for both
application users and network operators in using and deploying
LoRa networks.

8 CONCLUSION
This paper presents a full-fledged study on the deployment and op-
eration of a citywide LoRa network, named CityWAN. The network
is featured by its large scale and real-world usage, which consists
of 19,810 end devices and 100 gateways, serving 12 smart city ap-
plications. We perform long-term and in-depth measurements in
network performance spanning multiple aspects, including applica-
tion performance, infrastructure deployment, link characteristics,
and energy overheads. Based on the fine-grained network informa-
tion, we reveal some critical issues that hamper the performance of
LoRa networks. Our measurements show the LoRa performance in
urban settings is bottlenecked by the prevalent blind spots. As for
the gateway deployment, there is an efficiency gap in the gateway
utilization and network coverage. We also find that LoRa physical
links are susceptible to radio and physical environmental variations,
and LoRa and other LPWANs show diverse costs and energy effi-
ciencies for different scenarios. Our measurement provides feasible
guidance to large-scale LoRa network deployment and also points
to directions for academic research to unleash the LoRa potential
for future IoT applications.
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