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Motivation

e GreenOrbs

— A large-scale long-term
wireless sensor network
system in the wild

— support a variety of
forestry applications, such
as canopy closure '
estimates [1], fire risk
evaluation, microclimate
monitoring, and carbon
dioxide measurement.

[1] Lufeng Mo, Yuan He and etc., Canopy Closure Estimates with GreenOrbs:

Sustainable Sensing in the Forest. ACM SenSys 2009
6,www.greenorbs.org



Software Architecture
* Software based on Tiny0S 2.1.1

— Low Power Listening
— Data collection: CTP

— Parameter dissemination: DRIP

Data Collector
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——) Data Flow
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Collection Tree Protocol:CTP

* Minimize total transmissions per packet (ETX[1],
‘Expected Transmission Count’)

Link throughput ~ 1/ Link ETX

Delivery Ratio Link ETX Throughput

100% ‘ ‘ 100%
50% ‘ —* ‘ 50%

33% 33%

[1] Douglas S. J. De Couto, Daniel Aguayo and etc., A HighThroughput Path

Metric for MultiHop Wireless Routing. MobiCom 03 borrowed and modified from: <
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Link and Path ETX
Path ETX = Sum of link ETXs

Route ETX Throughput
1 100%
2 50%
2 50%
3 33%
5 20%
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ETX Merits

 ETX predicts throughput for short routes
(prefer short routes)

 ETX quantifies packet losses

 ETX quantifies asymmetry
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* 330-node network topology

* The deployment area is about 40,000 m?.
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GreenOrbs Topology

* 330-node network topology
* The deployment area is about 40,000 m?.
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Performance in Early Deployment

Node Yield Network Yield
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Why unexpected performance?
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Observation 1

ribution

e Traffic dist
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Observation 1

 Why packets are lost?

Application App. Layer
ppLayer Gr. ay Zone "| processing
Arrival event handler
Drop packet
Network v
Layer Duplicate Yes IR SEND Che_ck Post SEND Free the
suppression g U acket [©| routing task |~ ] \buffer in FQ
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L arrival event [] RXFIFO SPI ACK Acquire SPI=> - 1,k 1Fo CCA
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* Grey Zone indicates the area where packets

may get lost
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Observation 1

* Why those nodes are still used in CTP?

Not in ETX

APP

=1 | 41 | 3=

NET

NET

ETX

e Answer: Limitation of ETX
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Observation 1

# of events

recv_overflow duplicate task fail sendone falil
Causes

Causes of packet loss on
sensor nodes
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Observation 1

x 10*

4.5

-

Node quality should
be considered!

0 ) ) ' :
recv_overflow duplicate task fail sendone falil
Causes

Causes of packet loss on
sensor nodes
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Observation 2

e CTP mechanism

CTP L

_ 1 100
Forwarding Routing
Engine Engine 2 -
3 20
Routing
4 20
Table
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Observation 2

1900 packets sent from the source

etx=10 etx=10

q=1/19
‘ etx= 1 ‘ etx=19

P1: 19 packets received in expectation
P2: 100 packets received in expectation

> Wwww.greenorbs.org
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Observation 2

1900 packets sent from the source

ETX cannot
completely quantify
the quality )

-

P1: 19 packets received in expectation
P2: 100 packets received in expectation

20
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Observation 3

Impact of retransmission threshold

We measure the Packet Reception Ratio (PRR)

etx=10 etx=10

r=1: PRR(P1) =
r=30: PRR(P1) =

q=1/19
etx 1 ‘ etx=19
1/100, PRR(P2)=1/19
PRR(P2) =

@.,www.greenorbs.org
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Observation 3

Impact of retransmission threshold
We measure the Packet Reception Ratio (PRR)

Retrans threshold
matters

r=1: PRR(P1) = 1/100, PRR(P2)=1/19
r=30: PRR(P1) = PRR(P2) = 1

22
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Observation 4

 Link and node order?

* Cost more if a packet lost near the sink after a
long journey.

@,www.greenorbs.org
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Observation 4

 Link and node order?

Link/Node order
matters

P

b

P2

N — ~— <

* Cost more if a packet lost near the sink after a
long journey.
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QoF Model

O >O >O - >O

n n-1 n-2 |

<>

e Path =link + link +...
e Path =link + node + link+...

@,www.greenorbs.org
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QoF Model

O >O >O - >O

n n-1 n-2 |

~>

K
LinkPDRy ., PathPDR, ‘
. A >

NodePDR, NodePDR,.»

n

e Path =link + link +...
e Path =link + node + link+...
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Measuring link PDR and ETC

* Packet Delivery Ratio (PDR)
— For a node, PDR = outCtr / inCtr

— For a link, PDR=1-(1-g)™*%, g is link quality, r is
retransmission limit

* Expected Transmissions (ETC)

— The number of expected transmissions for any
packet, under the retransmission limit of r

ETC =

> kq(1-q)""
k=1

_|_

r(l—q)'
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QoF: Quality of Forwarding

* QoF: the expected transmission count for a
successful end-to-end transmission on a path.
_xXPDR __ PDR

QoF —

" xXETC  ETC

QoF: the expected successful end-to-end
transmission for a transmission count.
QoF is in the range of [0 1].

(- Www.greenorbs.org



QoF: Quality of Forwarding

* QoF1: the expected transmission count for a
successful end-to-end transmission on a path.

 PDR: packet delivery ratio
O > <O >O

n n-1 n-2 |

<

LinkPDR, ., PathPDR,

n

NodePDR,_; NodePDR,,.»

PDR, > = PDR; ;.1 x PDR,.11. xPDRy
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QoF: Quality of Forwarding

* QoF1: the expected transmission count for a
successful end-to-end transmission on a path.

 PDR: packet delivery ratio

n n-1 n-2 |

<

PathPDR,,,

LinkPDR,

n

NodePDR,_; NodePDR,,.»

PDR

n—>1

PDRH-:»l — PDRH_H_i X PDRH_Ll. KPDRl

6,www.greenorbs.org

Qok, =

31



Implementation

* Integrating QoF Wlth CTP In TmyOS

estimator estimator

4-bit Traffic
estimator Monitor

PDR estimator

@,www.greenorbs.org
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Evaluation

e GreenOrbs test-bed
— Experiments with 50~150 nodes

(- Www.greenorbs.org
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Evaluation Settings

* Two settings:

— Case |: streaming application case.
retrans threshold = 1,
transmission frequency = 3Hz.

— Case ll: real-world deployment case.
retrans threshold = 30,
transmission frequency = 3Hz,
We use an old version program of GreenOrbs,
which has a bug resulting in some “problematic”

nodes.
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Evaluation

e Data vyield: the percentage of successfully
received packets at the sink
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Evaluation (cont.)

* Average number of transmissions for a
successful end-to-end delivery
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Evaluation
* Routing behavior of CTP(+ETX) vs. QoF
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Evaluation
* Routing behavior of CTP(+ETX) vs. QoF
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Conclusion

 We measure practical performance of ETX in a
large scale sensor networks in the wild.

e We find the limitation of state-of-the-art
metric.

* We propose the QoF design that
comprehensively measure the path quality.
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